
MATH 2121 — Linear algebra (Fall 2022) Practice Problems — Week 9 (due 9 November)

Instructions: Choose 2 problems and write down detailed solutions, showing all necessary work. You
can earn up to 8 extra credit points by correctly solving additional problems.1

Feel free to discuss problems with other students but write up your own solutions. If your solutions
appear to be copied from somewhere else, you will automatically receive zero credit.

To get full credit for the offline homework, you just need to make a good-faith attempt on two problems.
The bar for receiving extra credit points is higher: your solutions need to be close to completely correct.

Show all steps and provide justification for all answers.

Many problems this week would be reasonable exam questions. I have put an asterisk symbol ∗ next to the
problems that are harder than exam questions.

In these exercises, a matrix A is diagonalizable over R if A = PDP−1 for an invertible matrix P with
all real entries and a diagonal matrix D with all real entries. A matrix A is diagonalizable over C
if A = PDP−1 for an invertible matrix P , possibly with complex entries, and a diagonal matrix D,
possibly with complex entries. If we just say “diagonalizable” then we mean “diagonalizable over C”.

1. Let A =

[
.4 −.3
.4 1.2

]
. Find an invertible matrix P and a diagonal matrix D such that A = PDP−1.

Then compute limn→∞An.

2. Determine if A =

 2 0 0
−3 −1 −2

3 3 4

 is diagonalizable. If A is diagonalizable, then find an invertible

matrix P and a diagonal matrix D such that A = PDP−1.

∗3. Consider the integer sequence Pn defined by the recurrence Pn = 2Pn−1 + Pn−2 for n ≥ 2, where
P0 = 0 and P1 = 1. Check that[

Pn+1 Pn
Pn Pn−1

]
=

[
2 1
1 0

] [
Pn Pn−1

Pn−1 Pn−2

]
for all integers n ≥ 2. Explain why this implies that[

Pn+1 Pn
Pn Pn−1

]
=

[
2 1
1 0

]n
for all integers n ≥ 0, and use this to derive an exact formula for Pn similar to the formula we found
in class for the Fibonacci numbers.

4. Suppose A is a 3× 3 matrix such that

A

 13
4
9

 =

 4
−2

6

 , A

 11
12
−1

 =

 2
6
−4

 , A

 2
−2
−2

 =

 1
−1
−1

 .
Find an invertible matrix P and a diagonal matrix D such that A = PDP−1.

Then determine if limn→∞An exists and compute its value if it does.

5. Give an example of each of the following, or explain why no such example exists:

(a) A diagonalizable matrix that is not diagonal.

1 There will be ∼11 weeks of assignments, each with ∼10 practice problems, so you can earn up to ∼88 equally weighted
extra credit points. The maximum amount of extra credit you can earn is 5% of your total grade for the semester.
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(b) A diagonal matrix that is not diagonalizable.

(c) A diagonalizable matrix that is not triangular.

(d) A triangular matrix that is not diagonalizable.

(e) An invertible matrix that is not triangular.

(f) A triangular matrix that is not invertible.

(g) An invertible matrix that is not diagonalizable.

(h) A diagonalizable matrix that is not invertible.

All matrices in this problem are assumed to be square with all real entries, and “diagonalizable”
means “diagonalizable over the complex numbers.”

6. Suppose A is a 3× 3 matrix (with all real entries, as usual) that has exactly two distinct (complex)
eigenvalues λ 6= µ, and that has the following vectors as eigenvectors (each with eigenvalue λ or µ): 0

0
1

 ,
 1

1
0

 , and

 2
−2

1

 .
(a) Explain why you must have λ ∈ R and µ ∈ R.

(b) What conditions must λ and µ satisfy for A to be diagonalizable?

What conditions must λ and µ satisfy for A to be non-invertible?

(c) Fix a choice of λ and µ satisfying the conditions in A. Then find two examples of matrices A
with the given properties (that is, having only λ and µ as eigenvalues, having the given vectors
as eigenvectors, and which are diagonalizable but not invertible) which are not similar.

∗7. If θ ∈ R then eiθ ∈ C is defined to be the complex number cos θ + i sin θ =

[
cos θ − sin θ
sin θ cos θ

]
.

If θ = 0 then eiθ = 1. Also: eiθ1 = eiθ2 for θ1, θ2 ∈ R if and only if θ1 − θ2 is an integer times 2π.

(a) Explain why in this notation we have eiθ1eiθ2 = ei(θ1+θ2) for all θ1, θ2 ∈ R.

Then use this notation to find all (complex) solutions to the equation xn = 1.

Then also find all (complex) solutions to the equation xn = −1.

(Here n is an arbitrary positive integer, as usual.)

(b) Find the characteristic polynomial of the n× n cyclic permutation matrix

A =



0 0 0 · · · 0 1
1 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 1 · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · 1 0


=
[
e2 e3 e4 . . . en e1

]
.

Then use (a) to deduce that A is diagonalizable (over the complex numbers).

(c) Explain why if B is a diagonalizable m ×m matrix and C is a diagonalizable n × n matrix

then the (m+ n)× (m+ n) matrix

[
B 0
0 C

]
is also diagonalizable.

We call the last matrix the direct sum of B and C.
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Any permutation matrix is similar to a direct sum of cyclic permutation matrices (in fact, if Q is
a permutation matrix then we can always find a permutation matrix P such that PQP−1 is such
a direct sum), so this exercise show that every permutation matrix is diagonalizable over C.

8. Suppose a, b, c, d ∈ R and A =

[
a b
c d

]
.

(a) When does A have two distinct real eigenvalues (so A is diagonalizable over R)?

(b) When does A have two distinct complex non-real eigenvalues (so A is diagonalizable over C)?

(c) When does A have exactly one complex eigenvalue λ? In this case what is λ?

(d) When is A not diagonalizable over C?

Your answer to each part should consist of precise conditions in terms of a, b, c, d.

∗9. An n× n matrix A is nilpotent if Ak = 0 for some integer k > 0.

For example, the zero n×n matrix is nilpotent. Also, any strictly upper triangular or strictly lower
triangular n× n matrix (meaning triangular with all zeros on the diagonal) is nilpotent.

First, give an example of a nilpotent matrix that is not strictly upper or lower triangular.

Next, explain why if A is an n×n nilpotent matrix that is nonzero, then (a) the only eigenvalue of
A is zero, but (b) the null space of A is not n-dimensional, and therefore (c) A is not diagonalizable.

∗∗10. The hour hand of a faulty 12-hour clock points to the correct hour at time n = 0. Every sixty
minutes the hour hand moves forward one hour with probability 1

2 , does not move at all with
probability 1

4 , or moves forward two hours with probability 1
4 . Find an exact formula for the

probability that the hour hand points to the correct time after n hours.
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