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Abstract

Federated learning is a promising framework with immense potential in privacy preservation and reducing the computation load at the cloud. The successful deployment faces many challenges in both theory and practice such as data heterogeneity and client unavailability. In this talk, I will discuss the resolution from a statistical perspective including the statistical efficiency of FedAvg and FedProx from a nonparametric regression viewpoint, and a new algorithm achieving global convergence when the clients exhibit cluster structure. One notable innovation in our analysis is a uniform estimate on clustering errors, which we prove by bounding the VC dimension of general polynomial concept classes based on the theory of algebraic geometry.
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