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Abstract 
 

In this paper, we propose a new maximization method, called as the second-derivative lower-bound 

function (SeLF) algorithm. The SeLF algorithm is a general principle for iteratively calculating the 

MLE 𝜃̂ of the parameter 𝜃 in a one-dimensional target function (usually, the marginal log-likelihood 

function) 𝑙(𝜃) and its each iteration consists of two steps: A second-derivative lower-bound function 

step (SeLF-step) and a maximization step (M-step), where the SeLF-step firstly finds a function 𝑏(𝜃) 

satisfying 𝑙′′(𝜃)  ≥ 𝑏(𝜃)  for all 𝜃 ∈ Θ  and secondly constructs a surrogate function  𝑄(𝜃|𝜃(𝑡)) 

[whose form depends on  𝜃(𝑡) being the 𝑡-th iteration of 𝜃̂] minorizing 𝑙(𝜃) at  𝜃 = 𝜃(𝑡), and the M-

step calculates the maximizer 𝜃(𝑡+1) of the 𝑄(𝜃|𝜃(𝑡)) function, which is equivalent to solving the  

equation 𝑙′(𝜃) + ∫ 𝑏(𝑧)
𝜃

𝜃(𝑡) 𝑑𝑧 = 0 to obtain its explicit solution 𝜃(𝑡+1). The SelF algorithm holds two 

major advantages: (i) It strongly stably converges to the MLE 𝜃̂, in contrast to general minorization-

maximization (MM) algorithms only possessing weakly stable convergence; and (ii) it does not 

depend on any initial values, in contrast to Newton's method. The key for applying the SeLF 

algorithm is to find a function 𝑏(𝜃) satisfying 𝑙′′(𝜃)  ≥ 𝑏(𝜃) for all 𝜃 ∈ Θ such that an explicit 

solution to the equation 𝑙′(𝜃) + ∫ 𝑏(𝑧)
𝜃

𝜃(𝑡) 𝑑𝑧 = 0  is available. Furthermore, we develop three 

acceleration techniques (i.e., optimal SeLF, sub-optimal SeLF, and fast-SeLF algorithms) for the 

SeLF algorithm, resulting in a weakly stable convergence. Various applications in statistics of the 

proposed SeLF algorithm and three acceleration versions are introduced. The analysis of the 

convergence rates of these algorithms are provided. Some numerical experiments and comparisons 

are also presented.  [This is a joint work with Dr. Xunjian LI] 
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