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Abstract 
 

In this talk for MATH 5470, I will present two classes of my recent research.  
 
In Part I, I will talk about random smoothing data augmentation. Random smoothing data augmentation is a unique form of 
regularization that can prevent overfitting by introducing noise to the input data, encouraging the model to learn more generalized 
features. In this work, we aim to bridge this gap by presenting a framework for random smoothing regularization that can 
adaptively and effectively learn a wide range of ground truth functions belonging to the classical Sobolev spaces. By using random 
smoothing regularization as novel convolution-based smoothing kernels, we can attain optimal convergence rates in these cases 
using a kernel gradient descent algorithm, either with early stopping or weight decay. 
 
In Part II, I will talk about our recent series of works on offline reinforcement learning. 
Due to the inability to interact with the environment, offline reinforcement learning (RL) methods face the challenge of estimating 
the Out-of-Distribution (OOD) points. Existing methods for addressing this issue either control policy to exclude the OOD action 
or make the Q-function pessimistic. However, these methods can be overly conservative or fail to identify OOD areas accurately. 
In this talk, I will be discussing our recent advancements in offline reinforcement learning, specifically focusing on the utilization 
of generative models such as GAN and diffusion models. Our proposed methods are evaluated on the D4RL benchmarks and have 
demonstrated significant improvements across numerous tasks. Theoretical results are provided for performance guarantee. 
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