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ABSTRACT 
 

Principal component analysis (PCA) is a well-known statistical method for feature extraction and dimension reduction used for 

data analysis. However, traditional PCA suffers from overfitting and loss of explainability in high-dimensional settings when 

variables exceed the sample size. Sparse PCA overcomes these issues by introducing sparsity into the principal components, 

yielding more interpretable results. In this thesis, we investigate the spiked covariance and spiked Wigner models in sparse PCA. 

 

We first explore the spiked covariance model, which seeks to recover a sparse unit vector from noisy samples. Information 

theoretically, Ω(𝑘 log 𝑝)  observations suffice to recover a 𝑘 -sparse 𝑝 -dimensional vector 𝑣 , yet existing polynomial-time 

methods require at least Ω(𝑘2) samples, revealing a gap. To bridge this, we introduce a novel thresholding-based algorithm that 

needs only Ω(𝑘 log 𝑝) samples, provided the signal strength 𝜆 = Ω(‖𝑣‖∞
−1). We also propose a two-stage nonconvex algorithm 

that integrates our thresholding approach with truncated power iteration to achieve the minimax optimal rate of statistical error 

under the desired sample complexity. Numerical experiments validate the superior estimation accuracy and computational 

efficiency of our algorithms. 

 

Secondly, we study the spiked Wigner model, which aims to recover an 𝑠-sparse 𝑑-dimensional unit vector 𝑢 from a 𝑑 × 𝑑 

noisy matrix. The information theoretical lower bound for signal strength is 𝛽 = Ω(√𝑠 log 𝑑 ), yet existing polynomial-time 

methods require at least Ω̃(𝑠), indicating a gap. To close it, we propose a new thresholding-based algorithm that demands only 

Ω(√𝑠 log 𝑑 )  signal strength, given ‖𝑢‖∞ = Ω(1) . We further design a two-stage nonconvex method combining our 

thresholding algorithm with truncated power iteration to achieve constant error in limited iterations. Empirical results 

demonstrate advanced performance in both estimation error and computational cost. 
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