MATH 2121 — Linear algebra (Fall 2019) Lecture 5

TLDR

Quick summary of today’s notes. Lecture starts on next page.

Linear independence:

e Vectors vy, vs,...,vp, € R" are linearly independent if the only way to express
0=civ1 +cov2 + -+ cpvp

for ¢i,cg,...,¢p € Ris by taking ¢y =cp =--- =¢, = 0.

Vectors that are not linearly independent are linearly dependent.

e Two or more vectors are linearly dependent if one of the vectors is in the span of all of the others.

e If p > n then any vectors vi,vs,...,v, € R" are linearly dependent.
o A list of vectors vy, va,...,v, € R" is linearly dependent if the n x p matrix
A:[vl Vg ... vp]

has at least one column that is not a pivot column.

Functions and linearity:
e Writing f : X — Y means that f is a function that transforms inputs € X to outputs f(z) € Y.
The set X is called the domain while Y is called the codomain of f.
The range of f is the subset range(f) = {f(z) :x € X} of Y.
e Let m, n be positive integers. If f : R™ — R™ is a function then the following mean the same thing:
— For any w,v € R™ and ¢ € R it holds that f(u+v) = f(u) + f(v) and f(c-v) =c- f(v).
— There exists an m X n matrix A such that f(v) = Av for all v € R".
Such functions f are said to be linear. The matrix A is called the standard matriz of f.

e Every linear function f : R™ — R™ has exactly one standard matrix.

o If f:R™ — R™ is linear then its standard matrix is A = [ f(e1) fle2) ... f(en) | where
1 0 0 0
0 1 0 0
e = 0 eR"”, ey = 0 eR”, e3= 1 eR", ... e,=| | €R™
; : 0
0 0 0 1
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1 Last time: multiplying vectors matrices

aiq ai12 e A1n U1
. . a1 a922 e agn U2 X
Given a matrix A = . . . | and a vector v = . | € R™ we define

am1 Am2 e Amn Un
a11 a12 A1n
a21 a22 a2p

Av =, |t I e

Am1 Am?2 Amn

We refer to Av as the product of A and v, or the vector given by multiplying v by A.

-1
1 2 3 1 2 3| | -1+0+3 | | 2
Example.VVehawe{5 6 7] (1) __{5}—’—0[6]4_{7}_[5+O+7}_[2]'
T
T2
If Ais an m x n matrix and z = . | and b € R™, then we callamatrix equation.
Ty

A matrix equation Az = b has the same solutions as the linear system with augmented matrix [ A b |.

Theorem. Let A be an m x n matrix. The following are equivalent:
1. Az = b has a solution for any b € R™.
2. The span of the columns of A is all of R™.

3. A has a pivot position in every row.

Example. The matrix equation

1 3 4 T bl
—4 2 -6 To = b2
-3 -2 -7 I3 b3
may fail to have a solution since
1 3 4 1 0
RREF -4 2 -6 =10 1 =«
-3 -2 -7 0 0 0
has pivot positions only in rows 1 and 2.
2 Linear independence
We briefly introduced the notion of linear independence last time.
Vectors vq,v2,...,v, € R" are linearly dependent if the matrix equation
Z1
X2
[111 Vg ... vp] : =0
Zp
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has more than one solution. (This equation always has a solution given by 1 =22 =--- =1z, =0.)
We refer to an equation civ1 + cov2 + - - - + ¢pvp, = 0 where c¢1,¢,...,¢, € R and some ¢; # 0 as a linear
dependence among the vectors vy, va, ..., vp.

Vectors are linearly independent if there is no linear dependence among them.

How to determine if v;,vs,...,v, € R” are linear independent.
e Form the n X p matrix A = [ Vi U2 ... Uy ]
e Reduce A to echelon form to find its pivot columns.
e If every column of A is a pivot column, then the vectors are linearly independent.

If some column of A is not a pivot column, then the vectors are linearly dependent.

1 2 5
Example. The vectors 0], 3 |,and 9 | are linear dependent since
-1 5 | 16
1 2 5 1 2 5 1 2 5 1 0 -1
A= 03 9(~[03 9|~[013]|~[01 3 | = RREF(4)
-1 5 16 0 7 21 | 01 3 0 0 O

where ~ denotes row equivalence. The last matrix has no pivot position in column 3. In fact, we have

1 2 5 0
— 0|1 +3| 3 |- 91=101(=0
-1 5 16 0
1 2 5
The vectors 0O f,| 3 |{,and 9 | are linearly independent, since
-1 5 15
1 2 5 1 2 5 1 2 5 1 0 0
A= 03 9|~]03 9|~]01 3|1 ~]0 1 0| =RREF(A).
-1 5 15 0 7 20 00 -1 0 0 1

Every column of A contains a pivot position, so the linear system with coefficient matrix A has no free
variables, so Ax = 0 have no nontrivial solutions, meaning the columns of A are linearly independent.

Facts about linear independence.
1. A single vector v is linearly independent if and only if v # 0.

2. A list of vectors is linearly dependent if it includes the 0 vector.

3. Vectors vy, va,...,v, € R™ are linearly dependent if and only if some vector v; is a linear combination
of the other vectors vq,...,vi—1,Vig1,...,Vp.
5 2 1
We saw this in the previous example: 91 =33 |- 0
16 5 -1

The following non-obvious fact is often useful for showing that vectors are linearly dependent:

Theorem. Assume p > n and vy, v2,...,v, € R”. Then these vectors are linearly dependent.
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Proof. Let A = [ Vi V2 ... U }

This matrix has more columns than rows.

Each row contains at most one pivot position, so there are fewer pivot positions than columns.
Therefore some column is not a pivot column.

This means the linear system Az = 0 has a free variable, so has more than one solution.

This implies that vi, v, ..., vp, the columns of A, are linearly dependent. O

Example. The vectors v, = { ; }, Vg = { Z1’> }, and vg = { 6(5) } are linearly dependent since 3 > 2.

3 Linear transformations

A function f takes an input x from some set X and produces an output f(z) in another set Y.
We write f : X — Y to mean that f is a function that takes inputs from X and gives outputs in Y.

The set X is called the domain of the function f. The set Y is called the codomain of f.

For example, the formula f(x) = y/z defines a function X - Y with X =Y ={z € R: z > 0}.

For example, the formula f(z) = |z| defines a function R — R.

For every z in the domain X of f, we get an output f(x).

It is possible that some values y in the codomain Y may never occur as outputs of f.

The image of an input x in X under f is the output f(z). Define the image or range of the function f to
be the subset range(f) = {f(x) : # € X} of the codomain Y. This is the set of all possible outputs of f.

Definition. Let f : R — R™ be a function whose domain and codomain are sets of vectors. The
function f is a linear transformation or a linear function if both of these properties hold:

(1) flu+v) = f(u)+ f(v) for all vectors u,v € R™.

(2) f(ev) = cf(v) for all vectors v € R™ and scalars ¢ € R.
Example. If A is an m x n matrix and T : R® — R™ is the function with the formula T'(v) = Av for
v € R™ then T is a linear function.

Linear transformations have some additional properties worth noting:

Proposition. If f: R™ — R™ is a linear transformation then
3) £(0) =0.
(4) flu—v)= f(u)— f(v) for u,v € R™
(5) flau+bv) =af(u)+bf(v) for all a,b € R and u,v € R™.

Proof. We have f(0) = f(0+0) = 2f(0) so f(0) = 0.

We have f(u—wv) = f(u) + f(-v) = f(u) + (=1)f(v) = f(u) = f(v).
Finally, we have f(au + bv) = f(au) + f(bv) = af(u) + bf (v). O



MATH 2121 — Linear algebra (Fall 2019) Lecture 5

1 -3
Example. Suppose A = 3 5 | and T : R? — R3 is the function defined by T'(v) = Av.
-1 7

(a) The image of a vector v € R? under T is by definition T'(v) = Av.
9 9 1 -3 9 5
The image of v = under T is T' = 3 5 = 1
! ! 1oL -9

(b) Is the range of T all of R3? If it was, then (from results last time) A would have to have a pivot
position in every row. This is impossible since each column can only contain one pivot position,
but A has three rows and only two columns. Therefore range(7') # R3.

The fundamental theorem relating matrices and linear transformations:

Theorem. Suppose T : R™ — R™ is a linear transformation. Then there is a unique m X n matrix A
such that T'(v) = Av for all v € R™.

Moral: matrices uniquely represent linear transformations R” — R™.

Proof. Define eq,es,...,e, € R™ as the vectors
1 0 0 0
0 1 : :
€1 = 0 , €2 = 0 )y ceey En—1=1 (0 |> and e, = 0
: : 1 0
0 0 0 1
so that e; has a 1 in the ith row and 0 in all other rows.
w1
w2
Define a; = T'(e;) € R™ and A = [ a, ay az ... ap ] If w is any vector w = . | € R™ then
w"l

T(w) =T(wie; + -+ wpey) =wT(er) + - +w,T(en) = wiay + -+ - + wpa, = Aw.

Thus A is one matrix such that T'(v) = Av for all vectors v € R™.

To show that A is the only such matrix, suppose B is a m x n matrix with T'(v) = Bv for all v € R™.
Then T'(e;) = Ae; = Be; foralli=1,2,...,n.

But Ae; and Be; are the ith columns of A and B. For example,

0
123 4] [1 23470 [3
56 7 8|7 |56 781|777
0
Therefore A and B have the same columns, so they are the same matrix: A = B. O

We call the matrix A in this theorem the standard matriz of the linear transformation 7.

Example. Suppose T : R™ — R" is the function T'(v) = 3v.

This is a linear transformation. What is the standard matrix A of T'7
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As we saw in the proof of the theorem, the standard matrix of T': R™ — R™ is

30 ...0
O 3 .- 0
A=[T(er) Tle) ... Tlen) |=[3er 3e2 ... 3en |=1| . . . .
00 - 3

In words, A is the matrix with 3 in each position (1,1),(2,2),...,(n,n) and 0 in all other positions.

One calls such a matrix diagonal.

Example. Suppose T : R® — R"™ is the function

U1

U1

V2 U2 2 2 2

T . :[vl Vo ... vn] L =i vy 44
Un Un,

This function is not linear: we have T'(2v) = 4T (v) # 2T (v) for any nonzero vector v € R™.

Example. Suppose T : R® — R"™ is the function

U1 Un

(%) :

T =1
. V2

Un, U1

A=[T(er) T(e2) ... Tlen—1) Tlen) | =] en

In the matrix on the right, we adopt the convention of only writing the nonzero entries: all positions in
the matrix which are blank contain zero entries.
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4 Vocabulary

Keywords from today’s lecture:

1. Linearly independent vectors.

Vectors vi,vg,...,v, € R are linearly independent if z,v, + --- + x,v, = 0 holds only if
T1 =%y = --- = xp = 0; or when [ Vi V2 ... Up ] has a pivot position in every column.

Vectors that are not linearly independent are linearly dependent.

1 0 0
Example: The three vectors | 0 |, | 2 |, | 0 | are linearly independent.
0 | 0 | 3
1 0 [0 [ -1
The four vectors | O |, | 2 [, | O |, | —2 | are linearly dependent.
0 0 3 -3

2. Domain and codomain of a function f: X — Y.

The domain X is the set of inputs for the function.

The codomain Y is a set that contains the output of the function. This set can also contain
elements that are not outputs of the function.

Example: If A is an m x n matrix then the function 7'(v) = Av has domain R™ and codomain R™.

3. Range of a function f: X — Y.

The set range(f) = {f(z) : z € X} C Y of all possible outputs of the function f.

1 00 x
Example: If A= | 0 1 0 | andT :R3 — R3 has T'(v) = Av then range(T) = y | tz,yeR
0 0 O 0

4. Linear function f:R” — R™.
A function with f(cv) = cf(v) and f(u+v) = f(u) + f(v) for c € R and u,v € R™.

Example: Every such function has the form f(v) = Av for a unique m x n matrix A.

The matrix A is called the standard matrix of f if f(v) = Av for all v € R™.

5. Diagonal matrix

A matrix which has 0 in position (i, j) if i # j.

4 0 00
00 00
Example: 00 -1 0
00 09
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