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1 Last time: linear systems and row operations

Here’s what we did last time: a system of linear equations ois a list

A11T1 + A2 + - + ATy = bl

a91T1 + 99T + -+ Aonly — bg

Am1T1 + Ap2X2 + -+ + ATy = bm

where x1, 9, ..., x, are variables and each a;; and b; is a number.

augmented matrizPf such a system are respectively

ai;p ... A1p

Thq coefficient matrizfnd

Aml - Qmn Umi -+ Qmn § bm

The coefficient matrix is m x n. The augmented matrix is m x (n + 1).
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& to a linear system is a list of numbers (si, sa,...,s,) such that setting
0‘\* m x4 = S1, Lo = S9, ..., Tp, = Sy, all at the same time, makes each equation in the
system a true statement.
one

Two linear systems are if they have the same solutions. .

‘0'“" -~ ImBortant fact: Any linear systerr{has either 0. 1_or infinitely many solutions. l
(i\) 1\\ =(\\ ) We solve a linear system by performinn its augmented matrix.

The following are row operations:

Replace one row by the sum of itself and a multiple of another row.
Multiply all entries in one row by a fixed nonzero number.
Interchange two rows.

Let’s do an example to see these rules in action.
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Example. Consider the linear system

® ZL‘1+2£L'2+5.’L’3:1 1 2
1+ 23 =0 which has augmented matrix 10

— = Ot
~N O =

$2+.T3:7

Adding —1 times the second row to the first is an example of row operation (1):
e e ——

-
1251 0z al
-|.[\.\¢“=[-\04\o) 1010 |adpl1 010
0117 01 17

Next let’s add —2 times the last Lgw to the first Iow:

02417 (003 =13
1010 —|101 0
0117 011 7

-1- [0 1 T)=lo-2a -]



Now lets use rule (3) to swap some rows:

00 2 —13 011 7 ; 1 01 0
101 o|<P|ro1 oP=Plo11 7
011 7 00 2 —13 00 2 —13
Now lets scale the third row by 1/2:
1 01 0 ) 1 0 1 0
011 7% 1011 7
00 2 —13 00| =-\3/3
Finally, lets use (1) twice to cancel the entries in rows 1 and 2 in column 3:
Y ) QUG- molrid
101 0] ,[100 1327 1 0@ 13/2 ‘
01 1 7% o011 1% o010 272 0
00 1 —13/2 0 0 1 —13/2 00 § —13/2 M

Two linear systems are f their augmented matrices can be trans- kﬁﬁf
formed to each other by o segueree Ol ZCro or more row operations.
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Theorem. Row equivalent linear systems are equivalent, which means they have
the same solutions.

Therefore the original system in our example has the same solutions as the system
corresponding to the last matrix, which consists of the three equations

z = 13/2
Ty = 27/2
z5 = —13/2.

This system has only one solution (13/2,27/2,—13/2), so the original system also
has only one solution.






2 Row reduction to echelon form

The goal today is to give an algorithm to determine whether a linear system has 0,
1, or infinitely many solutions, and to find out what these solutions are when they
exist.

The algorithm will be calledjrow reduction to echelon form jnd will formalize the
way we solved the linea . sometimes, this algorithm is

also called§Gatssian elimination
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2.1 Defining reduced echelon form

A row in a matrix [ a b ... =z } ifnonzerofif not every entry in the row is zero.

A nonzero column in a matrix is defined similarly.

Thd leading entryfin a row of a matrix is the first nonzero entry (from left to right).
I

For example, cO 0 O 51 has leading entry 7.

The leading entry occurs in column 3.
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Definition. A matrix with m rows and n columns is in|echelon form'f both:

(E1) When a row is nonzero, every row above it is also nonzero.

(E2) The leading entry in a nonzero row is strictly to the right of the leading entry
of any earlier row.

The second property implies this additional property of a matrix in echelon form:

a(EB) If a row is nonzero, then every entry below its leading entry in the same column

is zero. — &
C
. Some examples are helpful to understand this definition.
o o Q q 0 —

8eeeat) v g
(g59exm) x (5553 0) X

00 ) --
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The following is in echelon form:

00
L\ x\0 000
AN 000

000

Here each * can be replaced by an arbitrary number.

0 0 @ EZS * ok % ok ok %
. 0 00 X k% ok ok Kk k| .
The matrix 0000000000 is also in echelon form.
00 0O0O0OO0OO0OO0OTG OO0
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| |
The matrix B 0

o O OO o O OO

The matrix

o O OO o O OO

S O % ¥
S O % %
S O *x ¥
O@% *
O * % X
O ¥ ¥ %

_ ©)

A sort of degenerate casefevery one-row matrix is in echelon form.I(Why?)

Th{ only one-column matrices in echelon form‘are ones like

Nexy - reduce? echelon Form

is not in echelon form.

2 .
0 :: is not in echelon form.
0

*

e}
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There is a more restrictive version of echelon form that will be useful.

Definition. A matrix in echelon form if
D

Each nonzero row has leading entry 1.
. ]
The leading 1 in each nonzero row is the onlz nonzero number in its column.

A matrix in echelon form that is reduced is said to be in reduced echelon form.
D

The following matrix is in echelon form but is not reduced:

« 0

ﬁO()'o.**g* o *‘

0 00 x ok * %

regea\e =k 0 00 8- Qe ST tep\acemen
000O0O0OOOOTO 0

Y



But we can apply row operations to turn it into reduced echelon form:

000 0% 0% %0
000W® x 0 % % 0
000000 8 x %0
0000O0O0ODOO0O0W






The fundamental theorem of today is the following:

Theorem. Each matrix A is row equivalent to exactly one matrix RREF(A) in

reduced echelon form.

The proof of this result is included in an appendix of the textbook.

We cal@RREF(A)Rhe reduced echelon form of A.
N ———

S Before describing how to compute RREF(A), we focus on what RREF(A) tells us
about the linear system that has A as its augmented matrix.
aé\ \ o‘\
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2.2 Solving a linear system from reduce echelon form

Al pivot positionflin a matrix A is the location containing a leading 1 in RREF(A).

We sometimes refer to an entry in a pivot position of a matrix as a pivot.

ARpivot column n a matrix A is a column containing a pivot position.

For a linear in variables x1, xq, ..., r, with agemented matrix matrix A, the
variable x; if basic Bf i is a pivot column of A and i m btherwise.
]

Example. If a linear system has augmented matrix A with

$1—5(L'3:]_

0 —5 1
RREF(4)=| OQ) 1 4 then the system is equivalent to Tyt a3 =4
00 0O 0=0.

The pivot columns of A ar so the basic variables ar The only
free variable
G bagi ¢
\Z
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To find all $lutions to the system, choose any values for the free variables
and then solve for the basic variables.

In the above system, we have z; = 5x3 + 1 and x5 = 4 — x3.

Hence all solutions have the form (s1, s9,53) = (ba + 1,4 — a,a) for a € R.

Theorem. Consider a linear system whose augmented matrix i@
@ The system has 0 solutions if the last column of A contains a pivot.

Q[In this case RREF(A) has a row of the form [ 00 ... 01 ] SO our system

is equivalent to a linear system containing the false equation 0 = 1.

@ The system has only 1 solution if there are no free variables and the last
column is not a pivot.

@ Otherwise, the system has infinitely many solutions. (Q\' ‘Cﬂd’ one ﬁ\e‘w‘l )
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Once we have computed RREF(A) and identified the free and basic variables, we
can write down all solutions to the system (if there are solutions) exactly as in the
example above: by letting each free variable be arbitrary, and then solving for the
basic variables in terms of the free variables.






* 2.3 Computing reduced echelon form ““"9 oW wm‘

The last part of today’s lecture covers the least interesting aspect of the reduced
echelon form of a matrix: how to actually compute it. We first present the relevant
algorithm for one chosen example.
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Example (Row reduction to echelon form, for a specific matrix).
4 Input: for the general algorithm, the input is an m x n matrix A.

Suppose this matrix is

0 3 -6 6
A=|3 -7 8 =5
3 -9 12 -9

Procedure:

1. Begin with th{ leftmost nonzero column.
This is a pivot column. The pivot position is theftop position of the column.

For our matrix, the leftmost nonzero column is the first column; the pivot
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position is boxed:

3 —6 6
357 8 =5
309 12 -9

2. Select a nonzero entry in the current pivot column.
. ]

If needed, perform a row operation to swap the row with this entry and the
top row. —

For example, we can select the 3 in the second row of the first column and
then swap rows 1 and 2:

o] 3 -6 6 @—7 8 -5
3 -7 8 —5|— 3 -6 6

3 -9 12 -9 3 -9 12 -9



v e@loement

. Use row operations to create zeros below the boxed pivot position:
p -—yy gy GEEEy Gy & L—.

7 8 -5 78 =57 a)d -\ xYow\
0 3 6 6|=>| 0 3 -6 6 3
3 9 12 -9 0 —2 4 —4 Yo Yow

. Repeat steps 1-3 on the bottom right submatrix:

3|-=71 8 =5
0f 3|—-6 6
o 0 0 O

-7 8 =5
. We now have a matrix in echelon form: 0 —6 6

Start with the row containing the rightmost pivot position in our matrix, now
in echelon form.



@ vesle wv2ero Tawd o hout, leading evhies abl 1
© & roplacements 1o Creske zaror ol each leoding A

Rescale rightmost pivot, then cancel entries above rightmost pivot position in
same column:

3 7 8 51@r3 X s 51®13 0 =69
0—66—)0—22—)0—22.
0 0 0 0 0 0 0 0 0 00

Repeat with the next pivot position, going right to left:

@0 @@ 2
01 -2 2| — 01 -2 2
00 0 0 0 0 00

0
T\‘“ I . The result is the reduced echelon forn| RREF(A) = [%
1]
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The steps to compute RREF(A) for a generic matrix A are similar to above.

Algorithm (Row reduction to echelon form, for a generic matrix).
4 Input: an m x n matrix A.
Procedure:
Begin with the leftmost nonzero column.
This is a pivot column. The pivot position is the top position of the column.

2.8Select a nonzero entry in the current pivot column. If needed, perform a row
operation to swap the row with this entry and the top row.

EUse row operations to create zeros in the entries below the pivot position.

over the row containing the current pivot position, and then apply the pre-
vious steps to the (m —1) X n submatrix that remains. Repeat until the entire
matrix is in echelon form.
o
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5. Start with the row containing the rightmost pivot position in our matrix, now
in echelon form.

Use row operations to rescale this row to have leading entry 1.

Then use row operations to create zeros in the entries in the same column
above each leading entry.

Repeat this for each successive pivot position going left, until the matrix is in
reduced echelon form.

Output: RREF(A).
Observation. If a matrix F is in echelon form and is row equivalent to A, then

we say that E is an echelon form of A. In any echelon form E of a matrix A, the
locations of the leading entries are the same. This means we can compute the pivot

positions of A from any echelon form F, and to find the pivots we only have to go
n the previous algorithm.
\Q (w\} pNA’" N A






