MATY 1) — Ledue ¥ Y

—

P

QuMine Jor Yoty
@) Review © VG, linear cambomyiong, ypan

@ W obiz =N eGror 1\'\\'\\'\9\\(0‘3{\0\\ | packs: €4
B) Loves (e PUNCOCE

Av\hwm\'Si Q\\\'\% \AW'L + Om\\f\b sz




1 Last time: Vectors
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U1
U2
A (column m bf size n is an n x 1 matrix: v =
Un
Lee the set of all vectors with exactly n rows.
(1 (75} U + U1
) Vo U9 Ug + Vg
+ We can add two vectors of the same size: |+ | =
Uy, |, | Uy + Up
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(%1 CU1
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@® We can multiply a vector by 4 v =c | = .| forceR.
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We draw a = { M } € R? as arrow in Cartesian plane from origin to (z,y) = (a1, as):
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Relative to this picture, the sum a + b of two vectors a, b € R? is the arrow from the
origin to the opposite vertex of the parallelogram with sides a and b:
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The zero vecto s the vector 0 = . . We always have 0 +v =v+0 = v.
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Allmear combination !of vectors vy, Vg, ..., v, € R™ is any vector of the form

‘) wen
Y = €101 + cov2 + - - - + ¢,v, € R™ Jor any choice of numbers ¢, ¢y, ..., ¢, € R, )
Sco\ov]
: bf vectors vy, va, ..., v, € R" is the set of all of their linear combinations.
We denote this set by ‘u ‘M\\? an ;tﬁﬁ{k Sd')
R-span{vy, vg, ..., v,} or span{vy, va, ..., Up}.
Proposition. If vy, v, ...,v, € R”, then a vector y € R" belongs to R-span{vy, va, ..., v,}
if and only if the n x (p+ 1) matrix [ v V2 ... Uy Y ] is the augmented matrix
of a consistent linear system. \ - )
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The span of a set of vectors in R? is either a point (at the origin), a line (through
the origin), a plane (containing the origin), or all of R3.
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A 2 Multiplying matrices and vectors

We have been using matrices as a compac§ notation for representing linear systems.
Today we introduce a second way of viewing a matrix: namely, as af operator ghat
transforms one vector to another.
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Definition. If A is a matrix with columns aq, as,...,a, € R™ and v € R", so that
U1
- D > U2
A:[al as ... an] and v = .
Un

then the matriz-vector product Av is the vector in R™ given by:

U1

A) . Vg

Av:[a1 as ... CLnj| . zvla1+v2a2+---+vnan€Rm.

Thus Aw is the linear combination of the columns of A with coefficients given by the

entries of v. ——‘—P—_. ey
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Example.jlIf A = { 0 -5 3 }

and a3 = -1 } SO

4Q, 39, P03

=) AU:4a1+3a2+7a3=[é}—i—[_lg}—k{gzlz[z]#Av e®

4 2 -3
nv={7] hen a; = 8 | and ay = 0
-5 2

Example.

so we have
2 -3 8 -21 —-13
P |Av=4d; +Tay =4 8| +7 0= 32 | + 01| = 32 Avfm
-5 2 —20 14 —6
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QH A is m x n then Awv is only defined for v € R", and in this case Av € R™.

Thudl A transforms vectors in R" to vectors in Rm.|

This transformation i

If A is an m X n matrix and u,v € R"™ the
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To compute Av: match up entries in ith column o row of v.

a1 Qg2 ... QA1n V1 a11V1 + 19V + + - - + A1 Uy -l
asq asy ... QAon V2 A21V1 + Q22U + + + + + GopUp

Am1l Am2 .- Qmn Up am1v1+am2v2+"'+amnvn
A [
6
For example, [ 1 2 3 4] | . :1-5+2-6+3-7+4-8=5+12+21+32
P AW 8
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3 Matrix equations

where each x; is a variable, then we call Ax = b a matriz equation.

Proposition. The matrix equation Az = b has the same solutions as both the
vector equation xya; +x2as+ - - - +x,a, = b and the linear system whose augmented

matrixis[al az ... Gn b}z (A‘b]

ok

Proposition. The matrix equation Az = b has a solution if and only if b is a linear
combination of the columns of A, that is, b € R-span{ay, as,...,a,}.






1 3 4 by
Example. Let A=| -4 2 —6 | andb= | by |.
-3 -2 -7 b3

Does Az = b have a solution for all choices of by, by, b3 € R?

The systeas a solution if and only if

13 405 OM§ e of
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is the augmented matrix of a consistent linear system. We can determine if this
system is consistent by row reducing the matrix to echelon form: '™ €heAMkor Y-

1 3 4 b 1 3 4 by 3 4
-4 2 —6 by | = |0 14 10 4by+by | = | O i14|10
-3 =2 =7 by 0 7 5 3by+bs 0 0 0fb -1
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The last matrix is in echelon form, so its leading entries are the pivot positions of
our first matrix. The linear system is consistent if and i n does
not contain a pivot position. This occurs precisely whell by — %bg + b3 = 0.

a But we can choose numbers such that by— 1hod by # 0: take by = 1 and by = b3 = 0.
Q Therefore our original matrix equation m loes not always have a solution.
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We can generalize this example:

Theorem. Let A be an m x n matrix. The following properties are equivalent,
meaning that if one of them holds, then they all hold, but if one of them fails to
hold, then they all fail:

For each vector b € R™, the matrix equation Ax = b has a solution.
Each vector b € R™ is a linear combination of the columns of A.
The span of the columns of A is the set R™.

(Say this as: “the columns of A span R™”.)
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4 Linear independence

Let vy, v9,...,v, be vectors in R".

These vectors ard linearly independent § the only solution to the vector equation
]

( ’ T1V1 + ToUg + - +xpv, =0

is given b}lxl =Ty=-=Tp= O.‘
The vectors vy, vs,. .., v, are lz’nearlz’ dependent otherwise, that is, if there are num-
bers ci, ¢z, ...,¢, € R, at least one of which is nonzero, such that

A O D cEE——

C1U1 + CoUg + -+ + cpu, = 0.



1 4 2
Example. If v; = | 2 [,vs=| 5 |,andvg= | 1

3 6 0
3 6
Then v; +v3=1| 3 | andvys+v3=| 6 |, so
3 6

2(U1 +U3) — (’UQ —I—Ug) = 21)1 — Vg + Vg = 0.

Hence vy, v9, v3 are linearly dependent.






It is usually not so easy to determine whether a given list of vectors is linearly
independent or not. The following result gives a general way to check this:

Theorem. The columns of a matrix A are linearly independent if and only if A has
a pivot position in every column.






Corollary. Let vy,...,v, € R". If p > n then the vectors are linearly dependent.

Proof. The n x p matrix A = [Ul Vg ... U ] has at most min(n,p) pivot
columns, because each column contains at most one pivot position, and each row
contains at most one pivot position. Therefore if p > n then A does not have a pivot
position in every column so its columns are linearly dependent. O]






