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1 Last time: multiplying vectors and matrices
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Call Av the proﬂt of A @d v, or the vector given by multiplying v by A. A
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If Ais an m X n matrix, x = |, beR™ thenis a matriz equation.
Ty

\ Ax = b has the same solutions as linear system with augmented matrix [ A b ]

Theorem. Let A be an m x n matrix. The following are equivalent:

L3l
8Am = b has a solution for any b € R™. (OQ“ M"f\" = A :‘.‘u S\]

The span of the columns of A is all of R™. \f e A\L]
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Example. The matrix equation

1 3 4 1 bl
—4 2 —6 ) = b2
-3 =2 =7 T3 b3

may fail to have a solution since

Q) = (| 2] (005 e

has pivot positions only in rows 1 and 2.
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2 Linear independence

We briefly introduced the notion ol linear independence ‘ast time.

n
Suppose we have some vectors vy, vg, ..., v, € R™.

Notation: For sets S and T write S C T' to mean that every element of S is in 7.

Recall that the span of a set of vectors is the set of all possible linear combinations
of the given vectors. If you have a smaller set of vectors inside a bigger set, then
the span of the smaller set is always contained in the span of the bigger set.

This means that if y € R™ is any vector then

R-span{vy, vs, ..., v,} C R-span{vy, v, ..., vy, y}.

When is this containment equality?

When is it strict (meaning the two sides are not equal)?



R-span{vy, vs, ..., v,} # R-span{vy, v, ..., v, y}

since y is in the span on the right but not on the left.

r Suppose y is a linear combination of vy, vs, ..., v,. This means that ( eq’“qq

Ify ia linear combination of vy, vy, ..., v, then [ s*r ‘}
11!

Yy = c1v1 + coUa + - - + v,  for some ¢; € R.

Then every element of R-span{vy,...,v,,y} is also in R-span{vy,...,v,}, since

a1v1 + agvy + - -+ + av, + by = (ay + bey)vy + (ag + beg)vg + - - + (a, + bey) vy, -

Vv vV
€R-span{vi,v2...,vp,y} €R-span{vi,v2,...,0p }

In other words, it holds that R-span{vy, v, ..., v,} 2 R-span{vy,ve, ..., v,,y}.
But we already know that R-span{vy,va,...,v,} C R-span{vy,vs,...,v,,y}.
The only way that D and C can both hold is if

R-span{vy, vg, ..., v,} = R-span{vy, va, ..., v, y}.
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Definition. The vectors vy, vy, ...,v, € R" are linearly independent if 'CQ\‘Q\

{0} € R-span{v;} C R-span{vy, vg}tR—span{vl, Vg, U3} € -+ - ¢ R-span{vy, va, ..., vp}.

we (LR q‘ fpons 1 S-\"'\G\'\‘" wCreafing,

Not the same definition as last lecture, but we shall see in a bit that it is equivalent.

0 [0
a Example. v; = [ ] [ 1 ] =10 ] are linearly independent, since
0
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Example. v; = [ -1 ] , Uy = [ 1 ] , U3 = [ 0 ] are not linearly independent:
1

R-span{vy, vo} = R-span{vy, v, —v3 — v9} = R-span{vy, vy, v3}.

When vectors are not linearly independent, we say they are\lmearly dependent.
e ———
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A linear dependence among vy, v, ..., v, is a way of writing the zero vector as

0=cv +cua+ -+ v,

for some ¢y, ca,...,c, € R that are not all zero.

If 0 = c1v1 + covg + - - - 4+ ¢,v, is a linear dependence then the matrix equation

& nvonzen selvhion i
‘~+ [Ul Vg ... vp} =0

has two different solutions given by (0,0,...,0) and (¢1, ¢, ..., ¢p).

(This means the matrix equation has infinitely many solutions — why?)

Proposition (defn of independence from last time). The vectors vy, vq,...,v, € R?
are linearly independent if and only if no linear dependence exists among them.
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How to determine if vy, v,, ..., v, € R" are linearly independent.

@ Form the n X p matrix A = [vl Vo ... U }
® Reduce A to echelon form to find its pivot columns.
@ If every column of A has a pivot, then the vectors are linearly independent.

@ !f some column of A is not a pivot, then the vectors are linearly dependent.

E\:—. 4 v\s[;\)vls[ ) —) A= (“L
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Example. The vectors [ ] [ ] and [ are linearly dependent since
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where ~ denotes row equivalence.

_ o =
Ot W N
D © Ot
o O =
-~ W N

1

The last matrix has no pivot position in column 3. In fact, we have
CIEEEy @y, Ry CEEED
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Alternatively: 01, 3], and 9 | are linearly independent, since
—1 5) 15
12 5 12 5 12 5 50 0
A=| 03 9|~|03 9|~|01 3|~]|00LD)0/|=RREF(A).
-1 5 15 0 7 20 00 -1 0 0 @

Every column of A contains a pivot, so three vectors are linearly independent.
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Facts about linear independence.
(1) A single vector v is linearly independent if and only if v # 0.

g A list of vectors in R" is linearly dependent if it includes the zero vector.

. ‘ e | 3)) Vectors vy, vg, . .., v, € R™ are linearly dependent if and only if some vector v;
Wwviz04 is a linear combination of the other vectors vy, ..., vi—1,Vit1, ..., Up.
We saw this in the previous example: 91 =33 |- 0
V) a~-
\§ .“” @ If p > n then any list of p vectors in R™ is linearly dependent.

2010

Example. [ ; ], [ zl)) }, [ 68 } € R? are linearly dependent since 3 > 2.






3 Linear transformations

A function f takes an input x from some set X and produces an output f(x).
We writg v o mean that f is a function that takes inputs from the set X
and gives outputs that are contained in the set Y.

The set X is called the domain of the function f.
[Smm———

The set Y is called the codomain of f.
c—

Every element x € X is a valid input to f.

q Not every y € Y needs to occur as an output of f.
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Definition. Let f: R" — R™ function whose domain and codomain are sets of
vectors. The function f is g linear transformationfif both of these properties hold:
« (1) f(u+v)= f(u)+ f(v) for all vectors u,v € R™. W uﬁ'N{“e U.\\‘
W\
f(cv) = cf(v) for all vectors v € R™ and scalars ¢ € R. vge" m\-\ﬂ

- (2)
Example. If A is an m x n matrix and T : R® — R™ is the function with the
l for

muls or v € R" then 7T is a linear function/.‘;m M\i‘“

Linear transformations have some additional properties worth noting:

Proposition. If f : R® — R™ is a linear transformation then
(3) f(0)=0.
(4) flu—v)= f(u) — f(v) for u,v € R™
(5) flarvi+agua+---+apvy) = ay f(vi)+---+a,f(vy) for any a; € R and v; € R™.
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Define e, €9, ...,e, € R™ as the vectors
[ 1] [0 ] [0 ] [ 0]
0 1
e; = 0 , ey = 0 s ., Epl1 = 0 , and e, = |
: : 1 0
| 0 | 0 | 0 ] | 1]

I Fact. If A is an m x n matrix then Ae; is the ith column of A. \

Proof. Just do the calculation. For example e:
0

4 1 2 3 4 o] |3

S 5 6 78|11 | |7
0
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Theorem. Suppose T : R" — R™ is a linear transformation.

hen there is a unique m x n matrix A such that T'(v) = Av for all v € R™.
G

he matrix A has the formula A = [ T(e;) T(es) ... T(e,) |.
Proof. Define A= [ T(e1) T(ez) ... T(en) ]. If w € R™is any vector then
\ ¢ n
wy 1 0 0
Wa 0 1 0
T(w) =T =T e | e | |+ twa |

- w ol !
bj |‘m‘¥y ﬂ = wlT(el) +---+ wnT(en)
h u“ 0‘ q = Aw.
Mh'\*"«

“_ Thus A is one matrix such that 7'(v) = Awv for all vectors v € R™.
wniv.



The theorem says that A is the the only matrix with this property.

To show this, suppose B is a m X n matrix with 7T'(v) = Buv for all v € R™.

Th;‘ T(e;) = Ae; = Bezkor alli=1,2,....n.
But Ae; and Be; are the ith columns of A and B.

Therefore A and B have the same columns, so they are the same matrix: A= B. [

Gf fnove q%en\\g) we
Ore Q§fuiming <T(v)= A =BV foral vel
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We call A the‘standard matrix *f the linear transformation 7'y ﬁ*‘*ﬂ.

The standard matrix A is the unique matrix such that 7'(v) = Av for all v.

Example. Suppose T : R" — R" is the functiof T'(v) = 3wv.

This is a linear transformation, and its standard matrix has the formula

3 0 0
0 3 0
A=[T(er) T(e2) ... Tlen) | =[3e1 3e2 ... 3e, | = :
0 0 - 3
A has nonzero entries only in positions (1,1),(2,2),...,(n,n).

One calls such a matrix diagonal.
L]






Example. Suppose T : R” — R is the function

U1 U1

2 b2 2 2 2
T . :[v1 Vg ... vn} B e i e o e

Un UTL

This function iinear: we havd T'(2v) = 4T (v) # 2T(v)\f0r any 0 # v € R™.

T(cv\ %+ CT(v)







Example. Suppose T : R — R" is the function

(%1 Un

(%) :

ﬁ T . = :
. (%)

Un U1

1

In the matrix on the right, we adopt the convention of only writing the nonzero

entries: all positions in the matrix which are blank contain zero entries.







