
MATH 2121 - Lecture #g

Outline :

O Review : matrix operations

&Discuss invertible functions-fonetoone+ onto]
③ Invertible matrices



1 Last time: adding and multiplying matrices

Suppose T : Rr ! Rs
and U : Rn ! Rm

are linear.

Let A and B be the standard matrices with T (x) = Ax and U(x) = Bx.

1. cT : Rr ! Rs
for c 2 R is the linear transformation with (cT )(x) = cT (x).

Standard matrix of cT is matrix cA formed by multiplying all entries by c.

Definition. cA is the matrix
⇥
ca1 ca2 . . . car

⇤
whereA =

⇥
a1 a2 . . . ar

⇤
.

2. If r = n and s = m so A and B have the same size, then can form T + U :

Rn ! Rm
as the linear transformation with (T + U)(x) = T (x) + U(x).

The standard matrix of T + U is A+B where:

Definition. A+B is formed by summing corresponding entries of A and B.

↑ has standard matrix A which is sxr

U has standard matrix 8 which is man

we

can

rescale S
T orA

Can

add

T+U &

A · 5(2) =[ii] (2+)= i)





3. If the domain of T is the codomain of U , meaning that r = m, then the

composition T � U : Rn ! Rs
is the function (T � U)(x) = T (U(x)).

The standard matrix of T � U is the product AB where:

Definition. The product AB is the matrix AB =
⇥
Ab1 Ab2 . . . Abn

⇤

where B =
⇥
b1 b2 . . . bn

⇤
.

Some remarks.

A+B is only defined if A and B are matrices of the same size.

We have A+B = B + A when either side is defined.

AB only defined if number of columns of A equals number of rows of B.

AB has same number of rows as A, and same number of columns as B.

Even if AB and BA are both defined, we may still have AB 6= BA.

-> inthe case when (codomainv) = (domainT)
# rows of E = # columnsof A

we

Carose Is The linear as
↑ and are

or S linear

multiply

Ag

(3u](?7 = (10)

· (5)( =(15) (a) =E
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g - =0 =
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CO+0 CIOO

26 un It
11

0 (om TI2(d) = F

Faget If M
is a 2x2 matrix then

MF2= M and MOzxz = Ozxz



Remarks about block matrices :

Suppose A , B, C , 0 and W ,
X
, Y ,2 are matrices

such that can form57 and[ *]S
This means

E
#rows of A=rows of E

and likewise for
# cols of A = # colsofC

W
,
X
,Y ,2

# coll of B = # cds of 0

# rows of C = #rows of u

If #eds(A) = #rows(w) Aw +Y AX+82

# cals(b) =#roNs(y)
then [507(2) = (aw++ x+2)



Example. Let A =

2

4
a b c d
e f g h
i j k l

3

5 be a 3⇥ 4 matrix.

Consider what happens when we multiply A on the left by various 3⇥ 3 matrices.

1.

2

4
1 0 0

0 0 1

0 1 0

3

5A =

2

4
a b c d
i j k l
e f g h

3

5: swaps rows 2 and 3 of A.

2.

2

4
1 0 0

0 3 0

0 0 1

3

5A =

2

4
a b c d
3e 3f 3g 3h
i j k l

3

5: rescales row 2 by factor 3.

3.

2

4
1 0 2

0 1 0

0 0 1

3

5A =

2

4
a+ 2i b+ 2j c+ 2k d+ 2l

e f g h
i j k l

3

5: adds 2 ⇥ row3 to row1.

multiplying A on the leftrow operations] i [ by an elementarymatrix
on a matrix A I to fam EA

swap :I
rescalea
roacement [
elementary matrix= a matrix obtained by

doing one row op toi:"i



Each of the matrices E that are left-multiplied with A are examples of elementary
matrices : matrices formed by doing exactly one row operation to the identity matrix

2

6664

1

1

. . .
1

3

7775

that has all 1’s on the diagonal and all 0’s in o↵-diagonal positions.

If E is elementary, then EA is obtained from A by doing one row operation.

Important deduction: row operations on a matrix correspond to multiplying
on the left by elementary matrices.

one

Is - E
row

op

3 types of elementary
matrices :

O permutations ② diagonal 2 unipotent

(iii) [ ..7 (i)
-70 Xtt



2 Matrix transpose

The transpose of m⇥ n matrix A is n⇥m matrix A>
formed by flipping A across

the main diagonal, in order to interchange rows and columns.

If A =


a b c
d e f

�
and A>

=

2

4
a d
b e
c f

3

5.

If C =

2

4
1 1 1 1

�3 5 �2 7

0 0 1 0

3

5 then C>
=

2

664

1 �3 0

1 5 0

1 �2 1

1 7 0

3

775.

• (A>
)
>
= A since flipping twice does nothing.

• When defined, we have (A+B)
>
= A>

+B>
and (cA)> = c(A>

) for all c 2 R

• When defined, we have (AB)
>
= B>A>

.

At "A transpose"

g
g

->

->
->

zu

order of multiplication is reversed





3 Inverses

Let f : X ! Y be a function with domain X and codomain Y .

Definition. The function f is invertible or bijective if f is both onto and one-to-one.

Here is a more direct definition of an invertible function:

Proposition. The function f is invertible if and only if for each b 2 Y there is

exactly one a 2 X with f(a) = b.

Proof. f is onto i↵ for each b 2 Y there is at least one a 2 X with f(a) = b.

f is one-to-one i↵ for each b 2 Y there is at most one a 2 X with f(a) = b.

Therefore f is both onto and one-to-one if and only if the given condition holds.

1(

C
each elem of Y is the output of one and

only one input in X (under f)



usexamples
is invertible
Not invertible

f(x)=
3

invertible ↑ *intersect
ase

-

G- neither onto , nor one-tocheT eachblueline#& withI red
graph

f(x)= (x-1x(x+)



The identity function idX : X ! X on a set X has formula idX(a) = a for all a 2 X.

If f : X ! Y and g : Y ! X are any functions then f � idX = f and idX �g = g.

Example. The identity function on Rn
is the linear transformation idRn : Rn ! Rn

whose standard matrix is the n⇥ n identity matrix

In =

2

6664

1

1

. . .
1

3

7775
.

If AIn is defined then AIn = A. If InA is defined then InA = A.

foidx =f as foidy (a) = flidy(a)) = f(u)

↑ ibrof =f by similar reasoning

leienente (Istandard
matrix

Often write I instead of In

Then always true that Al = IA =A



A function is invertible if and only if it has an inverse in the following sense.

Proposition. The function f : X ! Y is invertible if and only if there is a function

f�1
: Y ! X

such that f � f�1
= idY and f�1 � f = idX .

If there exists such a function f�1
, then it is unique, and we call it the inverse of f .

-

"Finverse"

E f:+ E what about g :A
+He

f(x) = x not - g(x)=xinvertible
has inverse why isn't the inverse ofg
f(x) =x" given by g(x =

v ?

the domain of
u is not Re





Example. Suppose T : R2 ! R2
is the linear function T (v) = Av for A =


1 2

3 4

�
.

We have A =


1 2

3 4

�
⇠


1 2

0 �2

�
⇠


1 0

0 1

�
= RREF(A).

This means A has a pivot position in every row and every column.

This implies that T is onto and one-to-one, i.e., bijective.

What is the inverse T�1
of T?

How to detect invertibility of linear
functions

and compute the inverse?

[ -

Og =I

(invertible)



Note that T�1

✓
1

0

�◆
is the unique vector x =


x1

x2

�
such that Ax =


1

0

�
.

We can solve for x by row reducing the augmented matrix of this matrix equation:


1 2 1

3 4 0

�
⇠


1 2 1

0 �2 �3

�
⇠


1 0 �2

0 �2 �3

�
⇠


1 0 �2

0 1 3/2

�
,

which means that the equation’s unique solution is x = T�1

✓
1

0

�◆
=


�2

3/2

�
.

we know that" :R
"+
" exists.

Computing any single value T" (x)
amounts to solving Ax=y

I
↓

why? AF(y) =T(T"(y) = (Tott)(y) = idm(y) = Y
treat
this as
variableX

then solve Ax = y



Similarly, T�1

✓
0

1

�◆
is the unique vector y =


y1
y2

�
such that Ay =


0

1

�
.

We again solve by row reduction to reduced echelon form:


1 2 0

3 4 1

�
⇠


1 2 0

0 �2 1

�
⇠


1 0 1

0 �2 1

�
⇠


1 0 1

0 1 �1/2

�

which means that y = T�1

✓
0

1

�◆
=


1

�1/2

�
.

xAx

(a)i)= I =RREF

Note : we have computed
" (e) and+(e)

so if" were linear then its standard
matrix

would be precisely [Fces +sens] = [in12



If we knew that T�1
were linear, then we could conclude that

T�1
(v) = Bv for B =


�2 1

3/2 �1/2

�
.

This turns out to be the right formula for T�1
. To see why, just check that

AB =


1 2

3 4

� 
�2 1

3/2 �1/2

�
=


1 0

0 1

�

and

BA =


�2 1

3/2 �1/2

� 
1 2

3 4

�
=


1 0

0 1

�

so T � T�1
= T�1 � T = idR2 .

->

&STOT(x)
=T(f(x) = A(8x) = (AB)x =Ex=x

Similarly ToT(x) = B (Ax) = (EA)x
= [x= X





It turns out that the inverse of an invertible linear transformation is always linear.

Moreover, a linear transformation is invertible only if its standard matrix is square:

Let T : Rn ! Rm
be a function.

Proposition. If T is linear and invertible, then n = m and T�1
is linear.

Proof. From results last time, we know that T is onto only if n � m.

Likewise, T is one-to-one only if n  m.

If T is both onto and one-to-one, then necessarily n = m.

To check that T�1
is linear, use its definition to verify the two needed properties.

↳





Definition. Let A be an n⇥ n matrix and define T : Rn ! Rn
by T (x) = Ax.

The matrix A is invertible if the function T is invertible.

The inverse of A is the unique matrix A�1
such that T�1

(x) = A�1x.

More concretely:

Proposition. Let A be an n⇥ n matrix. The following mean the same thing:

(1) A is invertible.

(2) There is an n⇥ n matrix A�1
such that AA�1

= A�1A = In.

(3) For each b 2 Rn
the equation Ax = b has a unique solution.

(4) RREF(A) = In.

A synonym for an invertible matrix is a non-singular matrix .

If T is linear then so is T" (when
defined

what is standard of it in terms of T
?

-> A = Istandard matrix ofTt

G I call this the inverse of A

Sig
G
G

Reason for : this only way to have pivot in

all rows and all columns





Example (Warning).

Suppose A =

2

4
0 0 1 0

0 1 0 0

1 0 0 0

3

5 and B =

2

664

0 0 1

0 1 0

1 0 0

0 0 0

3

775. Then AB =

2

4
1 0 0

0 1 0

0 0 1

3

5 = I3.

Neither A nor B is invertible, however.

There is no matrix A0
such that A0A = I4 and no matrix B0

such that BB0
= I3.

A is the standard matrix of a linear transformation which is not one-to-one.

B is the standard matrix of a linear transformation which is not onto.

By def only square matrices can
be invertible

C
Ba =[] + F





The following is a useful formula for small calculations.

Theorem. Let A =


a b
c d

�
be an arbitrary 2⇥ 2 matrix.

(1) A is invertible if and only if ad� bc 6= 0.

(2) If ad� bc 6= 0 then A�1
=

1
ad�bc


d �b

�c a

�
.

Proof. When ad� bc = 0, can deduce that one row is a scalar multiple of the other,

so RREF(A) has at least one zero row and is not equal to I2, so A is not invertible.

When ad� bc, can check directly that formula for A�1
has AA�1

= A�1A = I2.

Example. Earlier example showed that


1 2

3 4

��1

=


�2 1

3/2 �1/2

�
=

1
�2


4 �2

�3 1

�
.

* the Ix1 matrix A
=(a) is invertible if a to

and then A" = [Ya]

↳ 11
-Oswap diag entries
=

② negate offdiag entries

③ divide by det = ad-be



AA =anti

=abo obn

-
a

--be

= Toil = Calso AA)



Theorem. Let A and B be n⇥ n matrices.

1. If A is invertible then (A�1
)
�1

= A.

2. If A and B are both invertible then AB is invertible with (AB)
�1

= B�1A�1
.

3. If A is invertible then A>
is invertible with (A>

)
�1

= (A�1
)
>
.

A corollary of this theorem is that the product of a list of n⇥n invertible matrices is

itself invertible, with inverse the product of the inverses in reverse order. In symbols:

(ABC · · ·Z)�1
= Z�1 · · ·C�1B�1A�1.

AT(AYT = (AA)T =F =E

CTAT = (AA= =like
Ya = 2 if Otac

&
(AB)(8"A (B-A(AE)

&
and

-- = 8 (A
-A)8

= I =2
+ 18 = 8W =I





Checking whether a matrix is invertible is almost same process as computing inverse.

Process to compute A�1

Let A be an n⇥ n matrix. Consider the n⇥ 2n matrix
⇥
A In

⇤
.

If A is invertible then RREF
�⇥

A In
⇤�

=
⇥
In A�1

⇤
.

So to compute A�1
, row reduce

⇥
A In

⇤
, and then take the last n columns.

How to compute A" if A is nxh and >2?

D -z = (A))
② C

in general , for any square Matrix
A,

RREf([AFT) = [RREFA) 87

if A is invertible , RREFIA)
=# and A"-t

(otherwise RREFCA) ##)



Example. To find the inverse of A =

2

4
0 1 2

1 0 3

4 �3 8

3

5 we row reduce

2

4
0 1 2 1 0 0

1 0 3 0 1 0

4 �3 8 0 0 1

3

5 ⇠

2

4
1 0 3 0 1 0

0 1 2 1 0 0

4 �3 8 0 0 1

3

5 ⇠

2

4
1 0 3 0 1 0

0 1 2 1 0 0

0 �3 �4 0 �4 1

3

5

⇠

2

4
1 0 3 0 1 0

0 1 2 1 0 0

0 0 2 3 �4 1

3

5 ⇠

2

4
1 0 3 0 1 0

0 1 0 �2 4 �1

0 0 2 3 �4 1

3

5

⇠

2

4
1 0 0 �9/2 7 �3/2
0 1 0 �2 4 �1

0 0 2 3 �4 1

3

5 ⇠

2

4
1 0 0 �9/2 7 �3/2
0 1 0 �2 4 �1

0 0 1 3/2 �2 1/2

3

5 .

Now check directly that A�1
=

2

4
�9/2 7 �3/2
�2 4 �1

3/2 �2 1/2

3

5.

form [AF]

C
.

11

-
-

T f [
-




