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1 Last time: adding and multiplying matrices

we
con
rescle,
YT och

can

000
TV
w

A+B

Suppose¢ T : R" — R® |and

Let A and B be the stand

—

Standard matrix of T is

The standard matrix of T +

n.'\ -
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U:R"— R™

hre linear.

ard matrices witl

T(x) = Ax Iand U(x) = Bzx.

Definition. cA is the matrix [ cay  Cas

" 2. Ifr=nand s = mso A and B have the
R™ — R™ as the linear transformation withi (7'+ U)(x)

isl A+ B

L Y [
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1. ¢I': R" — R® for ¢ € R is the linear transformation Withl (cT)(z) = cT'(x).

ca, } where A =

x cA fl>rmed by multiplying all entries by c.

|:CL1 Ao ... aT}.

same size. then can form 7 4+ U :

=T(z)+ U(z).

where:

Definition. A + B is formed by summing corresponding entries of A and B.
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C“‘\ 3. If the domain of T is the codomain of Li, T mr then the

am composition T o U : R" — R* is the functign (T o U)(z) = T(U(x)). \“\Q‘f af

T °o The standard matrix of 7 o U is the produc here: T q-\} \, ace
o [Deﬁnition. The product AB is the matfypAB = [ Aby Aby ... Ab, } \:‘\w

m\“\*,\“\) WhereB:[b1 by ... bn].

AB Some remarks.

A+ B is only defined if A and B are matrices of the same size.

We have A + B = B + A when either side is defined. [3 “] []\'\ - [\0]

“AB only defined if number of columns of A equals number of rows of B.

AB has same number of rows as A, and same number of columns as B.

Even if AB and BA are both defined, we may still have|AB # BA
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Example. Let A= | e f ¢g h | bea3 x4 matrix.
i 7k 1
Consider what happens when we multiply A on the left by various 3 x 3 matrices.
100 [ a b c d
S““P o L FO0OO0O1RA=|1¢ j k [ |:swapsrows?2and3of A
NN 010 e f g h
\‘ 100 o b ¢ d
resca . 2.800 3 0 QA= 3¢ 3f 39 3h |: rescales row 2 by factor 3.
Q row 0 01 i gk
1 0 2 [ a+2i b+2j c+2k d+2l
Fow 3. 00 1 0OgA= e f g h ] : adds 2 x row3 to rowl.
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Each of the matrices F that are left-multiplied with A are examples of elementary
matrices: matrices formed by doing exactly one row operation to the identity matriz

L one
- 1
1=| ' |=—E
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1 op
that has all 1’s on the diagonal and all 0’s in off-diagonal positions.
If E is elementary, then F' A is obtained from A by doing one row operation.

Important deduction: row operations on a matrix correspond to multiplying
on the left by elementary matrices.

3 pes of clemenary malvices |
@ permatokins @ Sogma ) Unipoten




2 Matrix transpose

The transpose of m x n matrix A is n X m matri prmed by flipping A across

the main diagonal, in_order to interchange rows ams

a d
IfA= ahd AT =10 e
c f
11 11 } _‘;’ 8
IfC=|-35 —2 7| then CT =
00 10 =21
1 70

—e (AT)T = A since flipping twice does nothing.
—.9 When defined, we have (A+ B)" = AT + BT and (cA)" = ¢(A") for all c € R

—-’ When defined, we tIave (AB)T = BTAT.I
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3 Inverses

Let f: X — Y be a function with domain X and codomain Y.

Definition. The function f is invertible o(bijective f f is both onto and one-to-one.

Here is a more direct definition of an invertible function:

Proposition. The function f is invertible if and only if for each b € Y there is
exactly one a € X with f(a) = b.

Proof. f is onto iff for each b € Y there is at least one a € X with f(a) = b.
f is one-to-one iff for each b € Y there is at most one a € X with f(a) = 0.

Therefore f is both onto and one-to-one if and only if the given condition holds. [J
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Tle identity function idx : X — X on a set X has formule idx(a) = ajoralla € X.

If f:X—Yandg:Y — X are any functions then foidy = f and idy og = g.

Example. The identity function on R" is the linear transformati+ idgn : R* - R"
whose standard matrix is the n x n identity matriz

1
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If AI, is defined the[ Al, = A.|lf I, A is defined the[ I,A=A.

0ler wiie T inslead of L.
Then Olwoys due tat AT =TA =A




Q A function is invertible if and only if it has an inverse in the following sense.

Proposition. The function f : X — Y is invertible if and only if there is a function

>
Yy X 0\{. iWQ‘SQ.
such thaf fo f~' =idy and f~to f :idX.\

If there exists such a function f~', then 1t 1s unique, and we call it the inverse of f.
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Example. Suppose T : R? — R? is the linear functjon T'(v) = Av for A = { b2 ] .

3 4
WehaveA_H Z]NH _;}N{@é}_RREF(A)-‘-I

This means A has a pivot position in every row and every column.

This implies that T" is onto and one-to-one, i.e., bijective.
What is the inverse T of T? \'\Vef\" )
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1

! Note that 71 ([ 0

]) is the unique vector x = { il } such thatl Az = [ (1) } .
2

We can solve for z by row reducing the augmented matrix of this matrix equation:
1 21 1 2 1 1 0 =2 1 0| -2
340 0 -2 -3 0 -2 -3 0 1]3/2 |’

(o) =[]

which means that the equation’s unique solution is x =

\

AT ()= T(1 W) = (TeT )W) = gl =Y
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Similarly, 7! ([?D'thu'quvt rx= {:12] uch tha M:[(l)]

solve by row reduction to reduced echelon form:

VL1005 20012 0[] e

-1 (O] _ 1
which means that y = | T’ ([ 1 = | 12
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If we knew that 7! were linear, then we could conclude that

T-'(v) = Bv for B~— {3_/3 _1/”.

deThis turns out to be the right formula for 7!, To see why, just check that

1 2 -2 1] (1 0]

AB__?, 4“3/2 -1/2 ] |0 1]

and ) i _ ;
—2 1 1 2 10

BA__3/2 —1/2H3 41710 1]

soIT 0T =T"10T = idge|

ToT () =TT = A(BL) = (AB)a=I=%
swdotly T ot = B(AW =(BAM=T4>x







It turns out that the inverse of an invertible linear transformation is always linear.
Moreover, a linear transformation is invertible only if its standard matrix is square:

Let T : R — R™ be a function.

Proposition. If T is linear and invertible, then n = m and 7! is linear.

Proof. From results last time, we know that 7T is onto only if n > m.
Likewise, T is one-to-one only if n < m.
If T is both onto and one-to-one, then necessarily n = m.

To check that 771 is linear, use its definition to verify the two needed properties. [







3¢ T is \inear ver S i T (when defined)
whak i stanoord of T in Yorms ok T3¢

Definition. Let A be an n x n matrix and define 7' : R* — R b)l T(x) = Ax.

The matrix A is|invertiblelif the function T is invertible.

Thelinversejof A is the unique matrix A~ such that T-1(z) = A1z,
. -\ -
More concretely: A = (‘\.o&wb m\.yu * T )
Proposition. Let A be an n x n matrix. The following mean the same thing:
(1] A is invertible. ( (ﬂ“ %\‘ -“\Q- nwNeefe 0‘ A

(@ There is an n x n matrix A~! such that AA~! = A™1A =1I,,.

@ For each b € R" the equation Az = b has a unique solution.
(4§ RREF(A) = I,,.

A synonym for an invertible matrix is a non-singular matriz.
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Example (Warning).

Suppose A = and B = . Thery AB =
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Neither A nor B is invertible, however.

There is no matrix A’ such that A’A = I, and no matrix B’ such that BB’ = I;.

A is the standard matrix of a linear transformation which is not one-to-one.

B is the standard matrix of a linear transformation which is not onto.

BA = '\ 3 LIy
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The following is a useful formula for small calculations.

Theorem. Let A = { CCL 3 ] be an arbitrary 2 x 2 matrix.

(1) A is invertible if and only if ad — be # 0.

(2) If ad — bc # 0 then A~ = 1 [ d _b}.

ad—bc —C a

Proof. When ad — bc = 0, can deduce that one row is a scalar multiple of the other,
so RREF(A) has at least one zero row and is not equal to I3, so A is not invertible.

When ad — be, can check directly that formula for A~! has AA™' = A"'A=1,. O

-1
. 1 2 1 2 LR 1 4 -2
Example. Earlier example showed that { 3 4 ] = [3/2 _1/2]— — [ 3 ]
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AAY = (AAY =1"r=1 Ne — =0 it O%ack
W AT = (AR =T =T

Theorem. Let A and B be n x n matrices.
1. If A is invertible then|(A~1)~! = A.

2. If A and B are both invertible then AB is invertible vvithl(AB)1 =B AL

If A is invertible then AT is invertible Withl (AT)"t=(A"1)T.

A corollar this theorem is that the product of a list of n X n invertible matrices is
itself invertible, wi e inverses in reverse order. In symbols:

(ABC---Z) ' =z'...c'B AL,

TOLLY. (8'N)AB)
- . o3 '\U\'\A\B
-3 =3'1IB = B =1
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Checking whether a matrix is invertible is almost same process as computing inverse.

Process to compute Al I\ Q—‘
\
@ Let A be an n x n matrix. Consider the matri (A In]. - [ A \ o \
@ If A is invertible ther] RREF ([ A I, }) = [ . A7l

So to compute A7 r

A s N and W2 !

ow reduce [ A I, }, and then take the last n columns.

i qevero, for oy squate tholex A,

opet (LA T1) = [ Reck) 8]

€A s inertide REEEH=T and A =B
(obgrwise QREE(N = T)



Example. To find the inverse of A
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Now check directly thaf A=! = [







