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* Note this week's offline+ onlinew

Outline :

① Review + moreon abstract rector spaces

② Eigenvalues + eigenvectors



1 Last time: vector spaces

A (real) vector space V is a set containing a zero vector , denoted 0, with vector
addition and scalar multiplication operations that let us produce new vectors u+v 2
V and cv 2 V from given elements u, v 2 V and c 2 R.

Several conditions must be satisfied so that these operations behave exactly like

vector addition and scalar multiplication for Rn
. Most importantly, we require that

1. u+ v = v + u and (u+ v) + w = u+ (v + w).

2. v � v = 0 where we define u� v = u+ (�1)v.

3. v + 0 = v

4. cv = v if c = 1.

There are a few other more conditions to give the full definition (see the notes).

By convention, we refer to elements of vector spaces as vectors .

"concrete" rectorspace-A and its subspaces

(abstract)

"



Example. All subspace of Rn
are vector spaces, with the usual zero vector and

vector operations.

Example. The set of m⇥n matrices is a vector space, with the usual addition and

scalar multiplication operations.

The zero vector in this vector space is the m⇥ n zero matrix.

motivating example
S

8
easy new example



Common vector spaces are subspaces of Rn
or subspaces of the following:

Proposition. Let X be a set and let V be a vector space.

Then the set Functions(X, V ) of all functions f : X ! V is a vector space with

f + g = ( the function that maps x 7! f(x) + g(x) for x 2 X ),

cf = ( the function that maps x 7! c · f(x) for x 2 X ),

0 = ( the function that maps x 7! 0 2 V for x 2 X ),

for f, g 2 Functions(X, V ) and c 2 R.

source of many constructions of vector spaces

S
(e .g-, V =R)

Y pointwiseons

useful to think through why

RV"="Functions([1 .2,7, ...n] ,A)
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Definition. The definitions of a subspace of a vector space and of linear transfor-
mations between vector spaces are just like the ones we saw for subspaces of Rn

:

• A subset H ✓ V is a subspace if

0 2 H and u+ v 2 H for all u, v 2 H and cv 2 H for all c 2 R.

• A function f : U ! V is linear if

f(u+ v) = f(u) + f(v) for all u, v 2 U and f(cv) = cf(v) for all c 2 R.

Proposition. If U, V,W are vector spaces and f : V ! W and g : U ! V are

linear then f � g : U ! W is also linear, where f � g(x) = f(g(x)) for x 2 U .

Example. If U and V are vector spaces then let Lin(U, V ) be the set of linear

functions f : U ! V . Then Lin(U, V ) is a subspace of Functions(U, V ).

lots of vocab, mostly repeating concepts
related to subspaces of Rhin
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↓ is itself
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Let V be a vector space. The definitions of linear combinations , span and linear
independence for vectors in V are the same as for vectors in Rn

.

Remember that we can only evaluate the linear combination c1v1 + c2v2 + . . . if it

is a finite sum, or if there are finitely many nonzero scalars ci 6= 0.

Example. The subspace of polynomials in Functions(R,R) is the span of 1, x, x
2
, x

3
, . . . .

But e
x
= 1 + x+
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24x
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+ . . . is not in this subspace.
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Definition. A basis of a vector space V is a subset of linearly independent vectors

whose span is V .

Saying b1, b2, b3, . . . is a basis for V is the same as saying that for each v 2 V , there

a unique coe�cients x1, x2, x3, · · · 2 R, all but finitely many of which are zero,
such that v = x1b1 + x2b2 + x3b3 + . . . .

Theorem. Let V be a vector space. Then V has at least one basis, and every basis

of V has the same number of elements (but this could be infinite).

Definition. The dimension of a vector space V is the number dimV of elements in

any of its bases.

Example. If X is a finite set then dim Functions(X,R) = |X|.

S
(can ignore if basis is finite

E

Ex Rmxn = Vector space
of man matrices

dim (Reman) =mn as a basis is(i)
Eij (a) singlenonzeroentra



(a) = a(d) + b(b) +ci + d(8
Ei Ein Eas Eaz

so it's clear that He2
*2
= R-span[Fis ,Ein, Ear,za]

also these matrices are linearly independent

so only way to make the
LAS = [887 is by

taking a =b = c = 6 =0



why is dim (functions (X,M)) = IX) (size of X)
?

Here is a basis for &For each yeX define by : X-R by formula

Dam : Efy(tex]
is a basic

b
,
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= EG)y
(for more
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details

,
see

check E a function Lecture
notes

think of a function as a collection
of mail slots

each labeled by "address" xeX 000

each containing
"mail" f(x) EY 00

all slots empty 000by except sloty
,
which has I in it



2 More on dimension

If V is a finite-dimensional vector space then dim Lin(V,R) = dimV .

To see this, suppose b1, b2, . . . , bn is a basis for V .

A basis for Lin(V,R) is given by the linear functions �1,�2, . . . ,�n : V ! R with

�i(x1b1 + x2b2 + . . . xnbn) = xi for x1, x2, . . . , xn 2 R.

The unique way to express any linear f : V ! R as a combination of these is

f = f(b1)�1 + f(b2)�2 + · · ·+ f(bn)�n.

When V = Rn
, we can think of Lin(Rn

,R) as the vector space of 1⇥ n matrices.

If b1 = e1, b2 = e2, . . . , bn = en is the standard basis, then �i = e
>
i .

dim() =nax
vector space of↑ ↑ linear functionsV-R
-

S
dual basis

ein(it ,eit

S
We know Lin(IR) = R

*
(1xn matrices)

fromprevexample,thishabas,





Definition. Suppose U and V are vector spaces and f : U ! V is a linear function.

Define range(f) = {f(x) : x 2 U} ✓ V and kernel(f) = {x 2 U : f(x) = 0} ✓ U .

These subspaces generalize the column space and null space of a matrix.

We have a version of the rank-nullity theorem for arbitrary vector spaces:

Theorem (Rank-Nullity Theorem). If dimU < 1 then

dim range(f) + dim kernel(f) = dimU.

This specializes to our earlier statement about matrices when U = Rn
and V = Rm

.

For a self-contained proof, see the lecture notes.

Vector space generalizations of Col(A) and Nul(A)

=

Le
U = H , V = RW , A = Istandard matrix of f)

then dim range(f) + dimkernel(f) = dim
I

dim"Cd(A) + dimNulCA) = n" = #dumns ofA



= We have
discussed a basis for 13X3 What about

(xT =x) these subspaces?

A basis for 3x3 symmetric matrices :[ Cabe7 : addef

[](
(xT = -x)

A basis for 3x3 skew-symmetric matrices :[[7)
Co]



3 Eigenvectors and eigenvalues

Let A be a square n⇥ n matrix.

Definition. An eigenvector of A is a nonzero vector v 2 Rn
such that

Av = �v

for a number � 2 R. (� is the Greek letter “lambda.”)

The number � is called the eigenvalue of A for the eigenvector v.

Why require nonzero? Because if v = 0 then Av = �v = 0 for all numbers � 2 R.

The number 0 is allowed to be an eigenvalue of A, however.

- only defined for square
matrices

↳ for a scalarXR

musthaver0

&
can havet =0

"eigen" is German for "same"

v is an eigenvector for A if ~ and
Ar are onsame line
=



Suppose A is 2x2 matrix with eigenvector veR

J

The Vectors Ar and v might look like this : So Avu
forsome

- a
-etz

Mr
43 0< -40 v

but this picture is Not possible :

T Crectors and AXVau are NOT on SAME line)



E what are eigenectors of A with eigenvalue + =0?

these are the nonzero vectors v with Av=Ou =0

in other words: the nonzero elements of Nul A

E what are the eigenvectors of a
rotation matrix A = [Cosin

~ecall that Av = (v rotated CCW by O radians)

so if O is not a multiple of it then Av
is NOTchsame line asv
Av

=> if 0 #( .-,-T,0,+, 2π, ]π,- - ] ther -
A has no eigenvectors

But if 0 =0 then A = (d,) and if= theA = (p)]hes



Example. Given A and v, can check whether v is an eigenvector by computing Av.

If A =


1 6

5 2

�
and v =


6

�5

�
then Av =


1 6

5 2

� 
6

�5

�
=


�24

20

�
= �4v.

Therefore v is an eigenvector of A with eigenvalue �4.

(7[]
↑

Av =() ↳ hence v is an

eigenvector of A

with eigenvalue

+v =(g)+ =4



Example. What are the eigenvectors of the matrix A =

2

664

0 1 0 0

0 0 1 0

0 0 0 1

0 0 0 0

3

775?

If v 2 R4
were an eigenvector with eigenvalue � then

Av =

2

664

0 1 0 0

0 0 1 0

0 0 0 1

0 0 0 0

3

775

2

664

v1

v2

v3

v4

3

775 =

2

664

v2

v3

v4

0

3

775 = �

2

664

v1

v2

v3

v4

3

775 .

The last equation implies that 0 = �v4 and v4 = �v3 and v3 = �v2 and v2 = �v1. So

0 = �v4 = �
2
v3 = �

3
v2 = �

4
v1.

If � 6= 0 then this would mean that v1 = v2 = v3 = v4 = 0, but remember that v

should be nonzero. Therefore the only possible eigenvalue of A is � = 0.

17

1 III.ohas t
I Vi =+ ,

then to get an eigenvector : set v , = 1,== =Y=



The eigenvectors of A =

2

664

0 1 0 0

0 0 1 0

0 0 0 1

0 0 0 0

3

775 with eigenvalue 0 are

v =

2

664

x

0

0

0

3

775 where x 6= 0.

Check: A[ = 0() = [e]





“� is an eigenvalue of A” means: “there is some 0 6= v 2 Rn
such that Av = �v.”

Recall that In denotes the n⇥ n identity matrix. We abbreviate by setting I = In.

Proposition. � 2 R is an eigenvalue of A if and only if A� �I is not invertible.

Proof. Ax = �x has a nonzero solution x 2 Rn
if and only if (A � �I)x = 0 has a

nonzero solution, which occurs if and only if A� �I is not invertible.

Example. If A =


1 6

5 2

�
then

A�7I =


1 6

5 2

�
�

7 0

0 7

�
=


�6 6

5 �5

�
⇠


1 �1

1 �1

�
⇠


1 �1

0 0

�
= RREF(A�7I).

As RREF(A� 7I) 6= I, the matrix A� 7I is not invertible so 7 is an eigenvalue of A.

-("-,)

S

x=7C
(A -+1)x = Ax - +Ex = Ax-x

fact
,
the eigenvectors forA with eigenvalue +

are just the nonzero elements of Nul(A-F)





Corollary. A number � 2 R is an eigenvalue of A if and only if det(A� �I) = 0.

Proof. Remember that A� �I is not invertible if and only if det(A� �I) = 0.

Another way of defining an eigenvector: the eigenvectors of A with eigenvalue � are

precisely the nonzero elements of the null space Nul(A� �I).

Since we know how to construct a basis for the null space of any matrix, we also

know how to find all eigenvectors of a matrix for any given eigenvalue.
S



Example. In the previous example, RREF(A� 7I) =


1 �1

0 0

�
so Ax = 7x if and

only if (A � 7I)x = 0 if and only if x =


x1

x2

�
where x1 � x2 = 0. In this linear

system, x2 is a free variable, and we can rewrite x as x =


x2

x2

�
= x2


1

1

�
.

This means


1

1

�
is a basis for Nul(A� 7I).

So every eigenvector of A with eigenvalue 7 has the form


a

a

�
for some a 2 R.

A = (52) + =77

(a +0)&
(i) is an eigenvector for A w/eigenvalues

check: (527(i) = (2) = 1 /17





One calls the set of all v 2 Rn
with Av = �v the eigenspace of A for �. We also call

this the �-eigenspace of A. This is just the null space of A� �I.

A number is an eigenvalue of A if and only if the corresponding eigenspace is nonzero

(that is, contains a nonzero vector).

&
NulA -+#) = [x(()Ax =+x)

[

t is an eigenvalue iff t-eigenspace
for A is NONZERO

(contains more

the t-eigenspace of A than just the

is defined when t is not zero Vector)

an eigenvalue, but then it's the
zero subspace



Example. Suppose we were told that A =

2

4
4 �1 6

2 1 6

2 �1 8

3

5 has 2 as an eigenvalue.

To find a basis for the 2-eigenspace of A, we row reduce

A� 2I =

2

4
2 �1 6

2 �1 6

2 �1 6

3

5 ⇠

2

4
2 �1 6

0 0 0

0 0 0

3

5 ⇠

2

4
1 �1/2 3

0 0 0

0 0 0

3

5 = RREF(A� 2I).

Thus Ax = 2x if and only if x =

2

4
x1

x2

x3

3

5 where x1 � 1
2x2 + 3x3 = 0, meaning

x =

2

4
1
2x2 � 3x3

x2

x3

3

5 = x2

2

4
1/2

1

0

3

5+x3

2

4
�3

0

1

3

5 ;

2

4
1/2

1

0

3

5,

2

4
�3

0

1

3

5 is basis for 2-eigenspace.

upgrade to previous 2x2 example : Camechniques
+=2

all eigenvectors for A with eigual +=2 have form a lig7 +b(i)
with a to orto





Recall that a matrix is triangular if its nonzero entries all appear on or above the

main diagonal, or all appear on or below the main diagonal.

Theorem. The eigenvalues of a triangular square matrix A are its diagonal entries.

Proof. If A has diagonal entries d1, d2, . . . , dn then A��I is triangular with diagonal

entries d1 � �, d2 � �, . . . , dn � �, so

det(A� �I) = (d1 � �)(d2 � �) · · · (dn � �)

which is zero if and only if � 2 {d1, d2, . . . , dn}.

Example. The eigenvalues of the matrix

2

4
3 6 �8

0 0 6

0 0 2

3

5 are 3, 0, and 2.

d

6 ~

0
.




