
MATH 2121 - Lecture#17

Today :

- Review : diagonalizable matrices

- New : self-contained introduction

to complex numbers



1 Last time: methods to check diagonalizability

Let n be a positive integer and let A be an n⇥ n matrix.

Remember that A is diagonalizable if A = PDP�1 where P is an invertible n ⇥ n
matrix and D is an n⇥ n diagonal matrix.

Suppose v1, v2, . . . , vn 2 Rn is a basis and �1,�2, . . . ,�n are numbers. Define

P =
⇥
v1 v2 . . . vn

⇤
and D =

2

6664

�1

�2

. . .
�n

3

7775
.

If A = PDP�1 then Avi = PDP�1vi = PDei = �iPei = �ivi for each i = 1, 2, . . . , n.

When A = PDP�1, the columns of P are a basis for Rn of eigenvectors of A.

diagonalization of A

& S Cor the eigenval decemp)

similar
&to

diagterix

I
Gif

A =pop" +hen) diag
entries of 0 = eiguals of A

columns of p = bases for each

eigenspace ofA





Matrices that are not diagonalizable.

Proposition. Let A be an n ⇥ n upper-triangular matrix with all entries on the
diagonal equal to �:

A =

2

66664

� ⇤ . . . ⇤

�
. . .

...
. . . ⇤

�

3

77775
.

(The entries above the diagonal can be any numbers.)

If A is not the diagonal matrix �I, then A is not diagonalizable.

Proof. Suppose A = PDP�1 where D is diagonal.

Every diagonal entry of D is an eigenvalue for A.

Only eigenvalue of A is � so D = �I and A = P (�I)P�1 = �PIP�1 = �I.

"most" matrices are diagonalizable
,
but not all

*

↳- upper &matrix

with same entry
in all diagonal

S
& is of ourspecial
↑

entries

so if Aand diagonalizable PIP" = PP" =I
then A is diagonal



Diagonalizable
: [387 (wh it's diagonal

Not dragenalizable : [B
↑

observe: [37 =3I this can't be diagonalizable
is only similarto itself :

as its only eigenvalue is+=3

P3IP = 30 =37
but it's not similar toa



The following result summarizes everything we need to know about diagonalizability:
how to determine if a matrix A is diagonalizable, and then how to compute the
decomposition A = PDP�1 if it exists.

Theorem. Let A be an n⇥ n matrix.

Suppose �1,�2, . . . ,�p are the distinct eigenvalues of A.

Let di = dimNul(A� �iI) for i = 1, 2, . . . , p.

By the definition of an eigenvalue, we have 1  di  n for each i. Moreover:

1. We always have d1 + d2 + · · ·+ dp  n.

2. The matrix A is diagonalizable if and only if d1 + d2 + · · ·+ dp = n.

S findby solving
- det(A-XI) = 0

not (c
so Nul #RS

=
> non-pivot columns in RREF(A-til)↑

-

Note: this means if A =[ then din-NullA-31)
&Not diagonalizable , has only oneeigual+=



3. Suppose A is diagonalizable. Let Di = �iIdi . Let D be n⇥ n diagonal matrix

D =

2

6664

D1

D2

. . .
Dp

3

7775
.

Choose n vectors v1, v2, . . . , vn 2 Rn such that

• the first d1 vectors are a basis for Nul(A� �1I),

• the next d2 vectors are a basis for Nul(A� �2I),

• the next d3 vectors are a basis for Nul(A� �3I),

...

• the last dp vectors are basis for Nul(A� �pI).

Then A = PDP�1 for P =
⇥
v1 v2 . . . vn

⇤
.

->
so ditdat .- +p =n

&daxda block

& dpxdp block

if d, =1 , da=3, dz = 2

then

S r - (
*

+)
mar

this will automatically hold



Ex what's a matrix that is not invertible or

diagonalizable?

[05] Cdsoncinvelea

& what's a matrix that is not invertible but is

(not invertible)diagonalizable? 1887 (but it's diagonal and so

= What's a matrix that is not invertible, not
diagonalizable)

diagonalizable, but has more than one eigenvalue
?

[]not invertible,
has eiguals 0 . 1 , also not diagonalizable



Nex : self-contained introduction
to complex numbers

idea : the complex numbers are the smallest

way of enlarging the set of real numbers

so that polynomial equations (like x*H =0)
-

always have solutions has no solutions
with XR

concretely: a complex number is

just a kind of 2x2 matrix



2 Complex numbers

For the rest of this lecture, let i =


0 �1
1 0

�
. Recall that I2 =


1 0
0 1

�
.

Suppose a, b 2 R . Both i and I2 are 2⇥2 matrices, so we can form the sum aI2+bi.

To simplify our notation, we will write 1 instead of I2 and a+ bi instead of aI2 + bi.

We consider a = a+ 0i and bi = 0 + bi and 0 = 0 + 0i. With this convention

a+ bi = a


1 0
0 1

�
+ b


0 �1
1 0

�
=


a 0
0 b

�
+


0 �b
b 0

�
=


a �b
b a

�
.

Define C = {a+ bi : a, b 2 R} =

⇢
a �b
b a

�
: a, b 2 R

�
.

This is called the set of complex numbers .

Each element of C is a 2⇥ 2 matrix, to be called a complex number .

Notation : define id[01 (recall: this is a go
rotationmatrix)

Also : a +bi (i)+
= (3]
& (a ,bet)

th
metric in D is just a special case of operations

matrix



Notational conventions a
,
b
,<dR

a+bi = (j)
o + bi = (9

-b) = bi con identify matrix

S

a +oi = (20 = al = a
↑
skip I to save time

otoi = (8) =0



Fact. We can add complex numbers together. If a, b, c, d 2 R then

(a+bi)+(c+di) =


a �b
b a

�
+


c �d
d c

�
=


a+ c �b� d
b+ d a+ c

�
= (a+c)+(b+d)i 2 C.

Clearly (a+ bi) + (c+ di) = (c+ di) + (a+ bi) = (a+ c) + (b+ d)i .

Fact. We can subtract complex numbers. If a, b, c, d 2 R then

(a+bi)�(c+di) =


a �b
b a

�
�


c �d
d c

�
=


a� c �b+ d
b� d a� c

�
= (a�c)+(b�d)i 2 C.

arithmetic in D :+
- X = 1... )

z

commutative

1S
kn

(a +bi) + (c+di) =()
+ ( -) -1)

= (a+c) + (b+d)iEC



)+ (1 +2i) = 4 +
9i
~
alsowrittenas

also written as -
-

(2) + [i] = ]
consider as same

↓>

(S +7:) + (5 -(i) = 10 + 0 = 10 =1



Fact. We can multiply complex numbers. If a, b, c, d 2 R then

(a+bi)(c+di) =


a �b
b a

� 
c �d
d c

�
=


ac� bd �(ad+ bc)
ad+ bc ac� bd

�
= (ac�bd)+(ad+bc)i 2 C.

Note that (a+ bi)(c+ di) = (c+ di)(a+ bi) = (ac� bd) + (ad+ bc)i .

Fact. We can multiply complex numbers by real numbers. If a, b, x 2 R then define

(a+ bi)x = x(a+ bi) = x


a �b
b a

�
=


ax �bx
bx ax

�
= (ax) + (bx)i 2 C.

Note that this is the same as the product (a+ bi)(x+ 0i).

Nontrivial fact (a+bi) (c+di) = (c+di)(a+bi)
mult

, is commutative in D ,
though not in R2

*

-

S &

&S varbison

equal diag

↓
entries

(a+bi) (c+di) = (a-b]/]=
~m ↑- opposite ofthisa



(ii)(8) = 1897
different

[8](98) = 1657
4
not complex numbers

-ii

(iii) = [di7 = 1 = fibie
are complexnumbers equal

[i:(ii) = (i) = 1 = i (i) &

i =i



Fact. We can divide complex numbers by nonzero real numbers.

If a, b, x 2 R and x 6= 0 then define

(a+ bi)/x = (a+ bi)(1/x) = (a/x) + (b/x)i.

We sometimes write p
q instead of p/q. Both expressions means the same thing.

A complex number a+ bi is nonzero if a 6= 0 or b 6= 0. Since

det(a+ bi) = det


a �b
b a

�
= a2 + b2,

which is only zero if a = b = 0, every nonzero complex number is invertible.

define division in D : A = X · (atbi) = Catbi) · x
X

(by numbers in)
(xR) (x +0) ↓

1
S =[

= +bi

S ↑ (has det to

↳
atbi to means( 188)

() (a +0 ab +0



Rmk We can add elems of D
-

and multiply them by eleme
of

Cand stay inside the set D(

=> D is a reall vector space /subspace
dim D = 2

,
one basis is (i) , (i)

dimR
*

= U
,

one basis is [87 , Cod), li, (ii)



Fact. We can divide complex numbers. If a, b, c, d 2 R and c+ di 6= 0 then define

(a+ bi)/(c+ di) =


a �b
b a

� 
c �d
d c

��1

.

We can write this more explicitly as

(a+ bi)/(c+ di) =


a �b
b a

� 
c �d
d c

��1

=
1

c2 + d2


a �b
b a

� 
c d

�d c

�

=
1

c2 + d2


ac+ bd ad� bc
bc� ad ac+ bd

�
=

ac+ bd

c2 + d2
+

bc� ad

c2 + d2
i 2 C.

The last formula is not so easy to remember.

idea for division : define = Catbi) (ctdi = Cdilcatl↑

1
↳

(when C+di #0)

&

equal

but what is (Ctdil" = (ady"it
=-



It may be easier to divide complex numbers using the following method:

Example. We have

3� 4i

2 + i
=

(3� 4i)(2� i)

(2 + i)(2� i)
=

6� 3i� 8i+ 4i2

4� i2
=

6� 11i� 4

5
=

2� 11i

5
=

2

5
� 11

5
i.

More generally, if c+ di 6= 0 then we always have
a+ bi

c+ di
=

(a+ bi)(c� di)

c2 + d2
since

a+ bi

c+ di
= (a+ bi)(c+ di)�1 =

1

c2 + d2
(a+ bi)(c� di) =

(a+ bi)(c� di)

c2 + d2
.

shortcut : think of atbi as polynomial
in a variable

i that has i=1 Cand use polynomial ops)

-zitzi-in

obsi = (ii) = (i) = -

ob (etdi)(c-di) =17/)
= Cani

= (E2 +d) no : involved



Division in Di

a+bi d (dilcatbi) =Co
Etdi

cust havecoadte)
rid (a+bi)(c-di)4 -it (acbd ad]
(no need to

=dbmemorize this

formula) ↑
still in D



The complex conjugate of c+ di is its matrix transpose, in other words:

c+ di = (c+ di)> = c� di 2 C.

When c+ di is nonzero, the complex conjugate is related to the inverse by

(c+ di)�1 =


c �d
d c

��1

=
1

c2 + d2


c d

�d c

�
=

1

c2 + d2
· c+ di.

Since x, y 2 C satisfy xy = yx and (xy)> = y>x> (as matrices), it follows that

xy = y · x = x · y.
G also:+ = +Y

bi det (b) = -bie





We can also add complex numbers a+ bi with real numbers c when a, b, c 2 R.

To do this, we set c = c+ 0i and define

(a+ bi) + c = c+ (a+ bi) = (a+ bi) + (c+ 0i) = (a+ c) + bi.

Under this convention, we have

i2 + 1 = (0 + i)(0 + i) + (1 + 0i) =


0 �1
1 0

� 
0 �1
1 0

�
+


1 0
0 1

�

=


1 0
0 1

�
�


1 0
0 1

�
=


0 0
0 0

�
= 0 + 0i = 0.

Thus it makes sense to write i2 = �1 .

Patbi)
+ C = (atbe) + (c + Oi) = (a+d+di

↳
means es xH =0 has solutions in e

(namely X = i or -i)





Theorem. Define the exponential function C ! C by the convergent power series

ex = 1 +
1

1
x+

1

1 · 2x
2 +

1

1 · 2 · 3x
3 +

1

1 · 2 · 3 · 4x
4 + . . .

Then e1 = e = 2.71828 . . . and ei⇡ + 1 = 0 .

Proof. We need two facts from calculus:

�1 = cos ⇡ = 1� 1

1 · 2⇡
2 +

1

1 · 2 · 3 · 4⇡
4 � 1

1 · 2 · 3 · 4 · 5 · 6⇡
6 + . . .

0 = sin ⇡ =
1

1
⇡ � 1

1 · 2 · 3⇡
3 +

1

1 · 2 · 3 · 4 · 5⇡
5 � 1

1 · 2 · 3 · 4 · 5 · 6 · 7⇡
7 + . . .

We have

i =


0 �1
1 0

�
, i2 =


�1 0
0 �1

�
, i3 =


0 1

�1 0

�
, and i0 = i4 =


1 0
0 1

�
.

eπ + 1 =0
Dei = e)

what does this mean? & ex + x+ ...

③ e-2.!

unique real number

such that

= e

i -I - i 1



Thus in+4 = in for all n.

Also, we have (i⇡)n = ⇡nin. It follows that

ei⇡ =

2

4
1� 1

1·2⇡
2 + 1

1·2·3·4⇡
4 � 1

1·2·3·4·5·6⇡
6 + . . . 1

1⇡ � 1
1·2·3⇡

3 + 1
1·2·3·4·5⇡

5 � 1
1·2·3·4·5·6·7⇡

7 + . . .

1
1⇡ � 1

1·2·3⇡
3 + 1

1·2·3·4·5⇡
5 � 1

1·2·3·4·5·6·7⇡
7 + . . . 1� 1

1·2⇡
2 + 1

1·2·3·4⇡
4 � 1

1·2·3·4·5·6⇡
6 + . . .

3

5 .

By our two facts, this is just ei⇡ =


�1 0
0 �1

�
= �1 + 0i.

Thus ei⇡ + 1 = (�1 + 0i) + (1 + 0i) = 0.

I
Ti

ii





After a while, we tend to view the elements of C as formal expressions a+ bi where
a, b 2 R and i is a symbol that satisfies i2 = �1.

We can add, subtract, and multiply such expressions just like polynomials, but
substituting �1 for i2. This convention gives the same operations as we saw above.

Moreover, this makes it clearer how to view R as a subset of C, by setting a = a+0i.

The real part of a complex number a+ bi 2 C is <(a+ bi) = a 2 R.

The imaginary part of a+ bi 2 C is =(a+ bi) = b 2 R.

sa





Remark. It can be helpful to draw a+ bi 2 C as the vector


a
b

�
2 R2.

The number i(a + bi) = �b + ai 2 C then corresponds to the vector


�b
a

�
2 R2,

which is given by rotating


a
b

�
ninety degrees counterclockwise.

-(5)

-

3

1





We work with complex numbers because of the following theorem about polynomials .

Suppose
p(x) = anx

n + an�1x
n�1 + · · ·+ a1x+ a0

is a polynomial with coe�cients a0, a1, . . . , an 2 C.

Assume an 6= 0 so that p(x) has degree n.

This expression for p(x) still makes sense for x 2 C.

Theorem (Fundamental theorem of algebra). There are n (not necessarily distinct)
complex numbers r1, r2, . . . , rn 2 C such that

p(x) = an(x� r1)(x� r2) · · · (x� rn).

One calls the numbers r1, r2, . . . , rn the roots of p(x).

The roots of p(x) give all solutions to the equation p(x) = 0.

A root r has multiplicity m if exactly m of the numbers r1, r2, . . . , rn are equal to r.

S



The use of complex numbers in this theorem is essential.

The statement fails if we use R instead of C.

Example: if p(x) = x2 + 1 then there do not exist real numbers r1, r2 2 R with

p(x) = (x� r1)(x� r2).

However, we do have x2 + 1 = (x� i)(x+ i).

↳




