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Let $A(z)$ be a transcendental entire function and $f_{1}, f_{2}$ be linearly independent solutions of

$$
y^{\prime \prime}+A y=0
$$

We prove that if $A(z)$ has Nevanlinna deficiency $\delta(0, A)=1$, then the exponent of convergence of $E:=f_{1} f_{2}$ is infinite. The theorems that we prove here are similar to those in Bank, Laine and Langley [3].
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## 1. Introduction

Since 1982 there have been many efforts in order to settle the following conjecture of Bank and Laine [1]:

Let $A(z)$ be a transcendental entire function of finite order which is not an integer, and let $f_{1}$ and $f_{2}$ be two linearly independent solutions of

$$
\begin{equation*}
y^{\prime \prime}+A(z) y=0 \tag{1.1}
\end{equation*}
$$

Then $\max \left\{\lambda\left(f_{1}\right), \lambda\left(f_{2}\right)\right\}=\infty$.
Here $\lambda(f)$ is the exponent of convergence of the zero sequence of $f$.
They proved the above conjecture in [1] if the order of $A$, denoted by $\rho(A)$, is strictly less than $\frac{1}{2}$. We note that the order of any solution $f$ to (1.1) must be infinite. Around 1984-5, Rossi [14] and Shen [15] proved independently that the conjecture also holds when $\rho(A)=\frac{1}{2}$.

From (1.1), it is elementary that for any non-zero complex number $q$, say, we have

$$
N\left(r, \frac{1}{f-q}\right) \sim T(r, f)
$$

as $r \rightarrow \infty$ where $N(r,(1 / f))$ is the counting function which counts how many times that $f(z)=0$ in $|z| \leqq r$ (See Section 2 for more details).

On the other hand, in a series of papers by Bank, Laine and Langley ([3-6]), in which they considered problems when $A(z)$ has some growth conditions and obtained the desired conclusion. Noticeably they proved:

Theorem A [3]. Let $n \geqq 1$, and let $P_{1}, \ldots, P_{n}$ be non-constant polynomials whose degrees are $d_{1}, d_{2}, \ldots, d_{n}$ respectively, and suppose that for $i \neq j$,

$$
\operatorname{deg}\left(P_{i}-P_{j}\right)=\max \left\{d_{i}, d_{j}\right\}
$$

Let

$$
A(z)=\sum_{j=1}^{n} B_{j}(z) e^{P_{j}(z)}
$$

where, for each $j, B_{j}(z)$ is an entire function, not identically zero, of order $\rho\left(B_{j}\right)<d_{j}$. Then if $f_{1}$ and $f_{2}$ are two linearly independent solutions of (1.1), we have $\max \left\{\lambda\left(f_{1}\right), \lambda\left(f_{2}\right)\right\}=\infty$.

The same conclusion holds for the equation

$$
y^{\prime \prime}+(A(z)+P(z)) y=0
$$

where $P(z)$ is a polynomial of degree $n$ such that $n+2<2 \rho(A)=2 \max _{j}\left(d_{j}\right)$.
In fact, the above theorem is a consequence of:

Theorem B [3]. Let $A(z)$ be a transcendental entire function of $\rho(A)<\infty$ with the following properties: there exists a set $H \subseteq \mathbf{R}$ of measure zero such that for each $\theta \notin H$ either
(i) $\frac{\left|A\left(r e^{i \theta}\right)\right|}{r^{N}} \rightarrow \infty$, as $r \rightarrow \infty$, for each $N>0$, or
(ii) $\int_{0}^{\infty} r\left|A\left(r e^{i \theta}\right)\right| d r<\infty, o r$
(iii) there exist positive real numbers $K$ and $b$, and a non-negative real number $n$ (all possibly depending on $\theta$ ) such that

$$
n+2<2 \rho(A)
$$

and

$$
\left|A\left(r e^{i \theta}\right)\right| \leqq K r^{n} \quad \text { for all } r \geqq b
$$

Then, if $f_{1}$ and $f_{2}$ are two linearly independent solutions of (1.1), we have $\max \left\{\lambda\left(f_{1}\right), \lambda\left(f_{2}\right)\right\}=\infty$.

With some stronger hypotheses, similar results were also proved for higher order equations, we refer the readers to [4], [5] and [6].

We note that Theorems A and B are sharp in certain senses, and we shall return to this problem later. To this end we also mention that if $\rho$ is a positive integer or $\infty$, then there exists an entire function $A(z)$ of order $\rho$ such that (1.1) possesses two linearly independent solutions each having no zeros (see [2, Theorem A]).

## 2. Definitions and notation

Let $\left\{a_{n}\right\}$ be a sequence of non-zero complex numbers whose moduli tending to infinity. Then the exponent of convergence of zeros of $f$ is defined as the non-negative number

$$
\lambda(f)=\inf \left\{q: \sum_{1}^{\infty}\left|a_{n}\right|^{-q}<\infty, q \in \mathbf{R}^{+}\right\} .
$$

Let $T(r, f)=m(r, f)+N(r, f)$ be the Nevanlinna characteristic function of $f$ where

$$
\left.m(r, f)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \log \right\rvert\, f\left(r e^{i \theta} \mid d \theta\right.
$$

is called the proximity function and

$$
N(r, f)=\int_{0}^{\infty} \frac{n(t)}{t} d t
$$

is the counting function of $f$. Here $n(t)$ denotes the number of poles of $f$ in $|z| \leqq t$ and $\log a=\max \{0, \log a\}$.
The order of a meromorphic function $f$ in C is defined as $\lim _{r \rightarrow \infty} \log T(r, f) / \log r$ and the deficient value of $f$ at $a \in \mathbf{C}$ is defined by

$$
\delta(a, f)=1-\varlimsup_{r \rightarrow \infty} \frac{N(r, 1 /(f-a))}{\log r}
$$

For detailed explanation of the notations and the Nevanlinna theory, we refer the reader to [10].

Let $I=[1, \infty)$ and $F \subseteq I$, then

$$
m(F(f))=\int_{t \in F(r)} d t \quad \text { and } \operatorname{lm}(F(r))=\int_{t \in F(r)} \frac{1}{t} d t
$$

where $F(r)=F \cap[1, r]$, are the linear and logarithmic measures respectively.

We also define

$$
\operatorname{ULD}(F)=\varlimsup_{r \rightarrow \infty} \frac{\operatorname{lm}(F(r))}{\log r} \quad \text { and } \quad \operatorname{LLD}(F)=\lim _{r \rightarrow \infty} \frac{\operatorname{lm}(F(r))}{\log r}
$$

to be respectively the upper and lower logarithmic densities. Note that

$$
\operatorname{ULD}(I)=1=\operatorname{LLD}(I) \quad \text { and } \quad \operatorname{ULD}(F)=1-\operatorname{LLD}(I \backslash F) .
$$

## 3. Main results

We consider the equation (1.1) where $A(z)$ is transcendental entire which has growth conditions similar to those of $e^{P}$ where $P$ is a polynominal as in Theorems A or B, such that the same conclusion will hold. Some results of Edrei and Fuchs suggest that for entire function $A(z)$, if $A(z)$ omits 0 'too often', for example if it has Nevanlinna deficiency $\delta(0, A)=1$ or $N(r, 0)=o\left(T(r, A)\right.$ ), then $A(z)$ behaves like $e^{P}$ in certain sections of large annuli in the complex plane. In fact, they found

$$
T(r, A)=O\left(\frac{|c(r)| r^{P}}{2}\right)
$$

for $r$ sufficiently large, where $c(r)$ may diverge. Theorem 1 below is proved precisely under these hypotheses, whereas Theorem 2 is less obvious.

Theorem 1. Let $A(z)$ be a transcendental entire function with finite order $\rho(A)>0$, satisfying $\delta(0, A)=1$.
(a) Suppose that $f_{1}$ and $f_{2}$ are linearly independent solutions of

$$
\begin{equation*}
y^{\prime \prime}+A y=0 . \tag{3.1}
\end{equation*}
$$

Then $\max \left\{\lambda\left(f_{1}\right), \lambda\left(f_{2}\right)\right\}=\infty$.
(b) Suppose further that $P(z) \not \equiv 0$ is a polynomial of degree $n$ and

$$
\begin{equation*}
n+2<2 \rho(A) \tag{3.2}
\end{equation*}
$$

Then the same conclusion holds for any two linearly independent solutions of

$$
y^{\prime \prime}+(A(z)+P(z)) y=0 .
$$

Remark. Note that in the case (b) above $n \geqq 0$, hence $\rho(A)>1$.
Let $E:=e^{z^{n}}$ where $n \geqq 2$ is a positive integer. Then Bank and Laine [1] (see also [2]) show that $E$ is a product of two linearly independent solutions of

$$
\begin{equation*}
y^{\prime \prime}-\frac{1}{4}\left(e^{-2 z^{n}}+n^{2} z^{2 n-2}+2 n(2 n-1) z^{n-2}\right) y=0 \tag{3.3}
\end{equation*}
$$

where $A(z)=-\frac{1}{4} e^{-2 z^{n}}$ and $P(z)=-\frac{1}{4}\left(n^{2} z^{2 n-2}+2 n(2 n-1) z^{n-2}\right)$. Clearly the degree of $P$ equals $2 n-2$ and $\rho(A)=n$. This shows that Theorems A, B and Theorem 1 (b) are sharp.

The case when $\rho(A)=1$ and $P(z) \equiv$ const. in the theorem is somewhat exceptional and is also a sharp condition in this sense. This is shown by the following theorem. All these examples show that Theorem 1 is sharp.

Theorem C. (Bank, Laine and Langley [3]). Let $K=q^{2} / 16$ where $q$ is an odd positive integer then

$$
\begin{equation*}
y^{\prime \prime}+\left(e^{z}-K\right) y=0 \tag{3.4}
\end{equation*}
$$

has two linearly independent solutions $f_{1}$ and $f_{2}$ such that $\lambda\left(f_{1}\right) \leqq 1$ and $\lambda\left(f_{2}\right) \leqq 1$.
Actually they later showed that $\lambda\left(f_{1}\right)=1=\lambda\left(f_{2}\right)$ where $q$ is $\geqq 1$ [4]. The converse of Theorem C is also essentially true [3]. On the other hand Langley proved:

Theorem D. [13]. Let $P(z)$ be a non-constant polynomial, and $\alpha \in \mathbf{C}$. Then every non-trivial solution of

$$
y^{\prime \prime}+\left(e^{z+a}+P(z)\right) y=0
$$

satisfies $\lambda(f)=\infty$.
It is the fundamental theorem of Nevanlinna that asserts any meromorphic function $f(z)$ must satisfy $\sum_{a \in \mathrm{C}} \delta(a, f) \leqq 2$, and $\sum_{a \in \mathrm{C}} \delta(a, f) \leqq 1$ for entire function where $\hat{\mathbf{C}}=$ $\mathbf{C} \cup\{\infty\}$. Again in [8], Edrei and Fuchs proved that an entire function satisfies $\sum_{a \in C} \delta(a, f)=1$ possesses certain regularity growth conditions. We have:

Theorem 2. Let $A(z)$ be a transcendental entire function of finite order $\rho(A)$ and $\sum_{a \in \mathrm{C}} \delta(a, A)=1$. Suppose that $f_{1}$ and $f_{2}$ are linearly independent solutions of

$$
y^{\prime \prime}+(A(z)+P(z)) y=0
$$

where $P(z)$ is a polynomial with degree $n \geqq 0$ such that

$$
\begin{equation*}
n+2<2 \rho(A) \tag{3.5}
\end{equation*}
$$

Then $\max \left\{\lambda\left(f_{1}\right), \lambda\left(f_{2}\right)\right\}=\infty$.
Remark. The inequality (3.5) holds whether $P(z)$ is identically zero or not. Hence $\rho(A)>1$.

Again Theorem C shows that the Theorem is sharp since $\sum \delta\left(e^{z}-K\right)=\delta(K)=1$ and $\rho\left(e^{z}-K\right)=1$. We also note that Theorem 2 actually includes Theorem 1 if the order of $A(z), \rho(A)$ is $>1$. But we still give its proof for completeness.
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## 4. Preliminaries for functions with extremal deficiencies

We first note the following well-known inequality for an entire function $A$,

$$
\begin{equation*}
\sum_{a \in \mathrm{C}} \delta(0, A) \leqq \delta\left(0, A^{\prime}\right) . \tag{4.1}
\end{equation*}
$$

Its proof can be found in [10, p. 104]. We now summarise the results of Edrei and Fuchs in:

Lemma 1 [8]. Let $A(z)$ be an entire function of finite lower order and $\delta(0, A)=1$. Then $A(z)$ has the following properties:
(i) The order of $A(z), \rho(A)=p$ say, is an integer and $A(z)$ can be written as

$$
A(z)=z^{k} e^{P(z)} \lim \prod E\left(\frac{z}{a_{v}}, p\right)
$$

where $E(z, p)$ is the primary factor and $a_{v}$ are the zero of $A(z)$, and $P(z)=$ $\alpha_{0} z^{p}+\cdots+\alpha_{p}$.
(ii) Let

$$
\begin{equation*}
c(r)=\alpha_{0}+\frac{1}{p} \sum_{\left|a_{v}\right| \leqq r} \frac{1}{a_{v}^{p}}, \tag{4.2}
\end{equation*}
$$

then for any $0<\varepsilon<1$, we have

$$
\begin{equation*}
T(r, A)=(1+\eta(\varepsilon)) \frac{|c(r)| r^{p}}{\pi} \text { for } r>r_{0},|\eta|<\varepsilon . \tag{4.3}
\end{equation*}
$$

(iii) Let $\alpha=e^{1 /(1+p)}$ and $c_{j}=c\left(\alpha^{j}\right)$ where $j$ is an integer. Then given $\varepsilon>0$ as in (ii) and $0<\delta<(1 / e)$, there exists $j_{0}(\varepsilon)$ such that for all $j \geqq j_{0}(\varepsilon)$,

$$
\begin{equation*}
|\log | A(z)\left|-\operatorname{Re}\left(c_{j} z^{p}\right)\right|<4 \varepsilon\left|c_{j}\right| r^{p}, \quad z \in \Gamma_{j}-E_{j}, \tag{4.4}
\end{equation*}
$$

where

$$
\Gamma_{j}=\left\{z=r e^{i \theta}: \alpha^{j} \leqq r<\alpha^{j+3 / 2}\right\}
$$

and $E_{j}$ is a collection of a finite number of discs whose sum of radii is at most $4 e \delta \alpha^{j+3 / 2}$.
(iv) There exists a path $\mathscr{L}$ extending to infinity along which we have

$$
\begin{equation*}
|A(z)|>e^{(\pi / 16) T(r, A)}, \quad r>r_{0} . \tag{4.5}
\end{equation*}
$$

Let $\mathscr{L}^{(k)}$ be the path which is the rotation of $\mathscr{L}$ through an angle $k \pi / p$ about the origin. Then the inequality (4.5) remains valid for

$$
\mathscr{L}^{(2)}, \mathscr{L}^{(4)}, \ldots ;
$$

whereas on

$$
\begin{equation*}
\mathscr{L}^{(1)}, \mathscr{L}^{(3)}, \ldots, \tag{4.6}
\end{equation*}
$$

we have

$$
|A(z)|<e^{-(\pi / 16) T(r, A)}, \quad r>r_{0} .
$$

The portion of $\mathscr{L}$ intersecting with the annuli $\Gamma_{j}$ has a rectifiable length not exceeding a constant multiple of $\alpha^{j}$.

Lemma 2. The collection of the exceptional sets $E_{j}$ defined in Lemma 1(iii) has upper logarithmic density zero.

Proof. Recall that each $E_{j}$ is a collection of a finite number of discs whose sum of radii is less than $4 e \delta_{j} j^{j+3 / 2}$ where $0<\delta_{j}<1 / e$ for all $j$. We let $q=[\log r / \log \alpha]=$ $[(p+1) \log r]$, where $[\alpha]$ represents the integral part of $x \in \mathbf{R}$. Also since, for each $E_{j}, \delta_{j}$ can be chosen arbitrarily small then given $\eta>0$ we may assume $\delta_{j}<\eta$ for all $j$.

Let

$$
\begin{equation*}
G=\bigcup_{j}\left\{r=|z|: z \in E_{j}\right\} \quad \text { and } \quad G(r)=G \cap[1, r] . \tag{4.7}
\end{equation*}
$$

Consider

$$
\begin{aligned}
\int_{t \in G(r)} \frac{d t}{t} & =O(1)+\sum_{j=1}^{q} \int_{a^{J}}^{a^{j+3 / 2}} \frac{d t}{t} \quad(t \in G(r)) \\
& <O(1)+\sum_{j=1}^{q} \frac{1}{\alpha^{j}} \int_{a^{j}}^{a^{j+3 / 2}} d t \quad(t \in G(r))
\end{aligned}
$$

$$
\begin{aligned}
& \leqq O(1)+\sum_{j=1}^{q}\left(\frac{1}{\alpha^{j}} 4 e \delta_{j} \alpha^{j+3 / 2}\right) \\
& =O(1)+4 e \alpha^{3 / 2} \sum_{j=1}^{q} \delta_{j} \\
& <O(1)+4 e \alpha^{3 / 2} q \eta .
\end{aligned}
$$

Hence

$$
\frac{1}{\log r} \int_{t \in G(r)} \frac{d t}{t}=O\left(\frac{1}{\log r}\right)+4 e \alpha^{3 / 2}(p+1) \eta
$$

Since $\eta$ is arbitrary we may let $r \rightarrow \infty$ to obtain ULD $(G)=0$.
Let $\theta_{1}<\theta_{2}<\cdots<\theta_{n}<\theta_{1}+2 \pi$ be a finite sequence of angles, and let $\left\{r_{1 j}\right\}$ and $\left\{r_{2 j}\right\}$ be two unbounded strictly increasing sequences of real numbers such that $r_{1 j}<r_{1 j+1} \leqq r_{2 j}$, and $r_{1 j+1}-r_{1 j} \neq o(1)$ as $j \rightarrow \infty$.

We define, for a fixed $\varepsilon>0$, the following sets:

$$
\begin{equation*}
P_{i, \varepsilon}=\left\{\theta: \theta_{i}-\varepsilon \leqq \theta \leqq \theta_{i}+\varepsilon\right\} \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{i, \varepsilon}=\left\{\theta: \theta_{i-1}+\varepsilon \leqq \theta \leqq \theta_{i}-\varepsilon\right\} \quad \text { for } i=1, \ldots, n . \tag{4.9}
\end{equation*}
$$

Also

$$
\begin{equation*}
Q_{i, \varepsilon}\left(r_{1 j}, r_{2 j}\right)=\left\{r e^{i \theta:}: \theta \in Q_{i, \varepsilon}, r \in\left(r_{1 j}, r_{2 j}\right)\right\} \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{i, \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right)=\left\{r e^{i \theta:}: r e^{i \theta} \in Q_{i, \varepsilon}\left(r_{1 j}, r_{2 j}\right) \quad \text { and } \quad r \notin H \cap\left(r_{1 j}, r_{2 j}\right)\right\} \tag{4.11}
\end{equation*}
$$

for $i=1, \ldots, n$, where $H \subset I$ is a set of $r$ with upper logarithmic density strictly less than 1. Similar definitions also hold for $P_{i, \varepsilon}\left(r_{1 j}, r_{2 j}\right)$ and $P_{i, \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right)$ with the same $H$. We shall assume, for the rest of this paper, that $\varepsilon$ is chosen so small and $\left|\theta_{i}-\theta_{j}\right|>2 \varepsilon$ for $i \neq j$ so that none of the regions $Q_{i, e}\left(r_{i j}, r_{2 j}\right), i=1, \ldots, n$ is empty.

By using the above notation, it is not difficult to deduce from the above that:
Lemma 3. Suppose that an entire function $A(z)$ satisfies the hypotheses of Lemma 1. Then given $\varepsilon>0$, there exist sequences of $Q_{i, e}^{*}\left(r_{1 j}, r_{2 j}\right), i=1,2,3, \ldots, 2 p$ and $j=1,2,3, \ldots$ which are connected sets for each fixed $i$, where

$$
Q_{i, e}^{*}\left(r_{1 j}, r_{2 j}\right):=Q_{i, e}\left(r_{1 j}, r_{2 j}\right) \backslash E_{j}
$$

such that in $Q_{i, e}^{*}\left(r_{1 j}, r_{2 j}\right)$ either

$$
\begin{equation*}
\log |A(z)|>\text { const. } T(r, A) \text { for } j \geqq j_{a}(\varepsilon) \text { and some } i \tag{4.12}
\end{equation*}
$$

or

$$
\begin{equation*}
\log |A(z)|<- \text { const. } T(r, A) \text { for } j \geqq j_{a}(\varepsilon) \text { and for the rest of } i . \tag{4.13}
\end{equation*}
$$

Proof. Let $A(z)$ satisfies the hypotheses of Lemma 1 and let its order be $p \in \mathbf{N}$. Let $\varepsilon>0$ and $0<\delta<1 / e$ be given, there exists an $\varepsilon_{1}>0$ such that $|\cos \theta|>5 \varepsilon_{1}>0$ for $\left|\theta-\theta_{0}\right| \geqq \varepsilon$ where $\theta_{0}$ is any zero of $\cos \theta$. It follows from Lemma 1 that there exists a sequence $\left\{c_{j}\right\}$ defined by (4.2) such that (4.4) is satisfied with $\varepsilon$ replaced by $\varepsilon_{1}$ with $\Gamma_{j}$ and $E_{j}$ also as defined there.

Let $\operatorname{Re}\left(c_{j} z^{p}\right)=\left|c_{j}\right| r^{p} \cos \left(p \theta+\omega_{j}\right)$ where $z=r e^{i \theta}$. Also let $\theta_{1}<\theta_{2}<\cdots<\theta_{2 p}$ be the distinct zeros of $\cos \left(p \theta+\omega_{j}\right)$. Clearly $\theta_{i}, i=1, \ldots, 2 p$, depend on $j$. Hence $\left|\cos \left(p \theta+\omega_{j}\right)\right|$ $>5 \varepsilon_{1}>0$ when $\left|\theta-\theta_{i}\right| \geqq \varepsilon, i=1, \ldots, 2 p$.

Let $r_{1 j}=\alpha^{j}, r_{2 j}=\alpha^{j+3 / 2}$ and $P_{i, e}, Q_{i, e}, Q_{i, e}^{*}\left(r_{1 j}, r_{2 j}\right), \ldots$ be defined by (4.8)-(4.11) where the $\theta_{i}$ are precisely those zeros of $\cos \left(p \theta+\omega_{j}\right)$ and the exceptional set of $r$ in $Q_{i, \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right)$ arising from the existence of $E_{j}$. Then the $\Gamma_{j}$ is divided up into $Q_{i, \varepsilon}\left(r_{1 j}, r_{2 j}\right)$ and $P_{i, \ell}\left(r_{1 j}, r_{2 j}\right), i=1, \ldots, 2 p$. From (4.4) it follows that

$$
\begin{align*}
|\log | A(z) \mid- & \left.\operatorname{Re}\left(c_{j} z^{p}\right)\left|<4 \varepsilon_{1}\right| c_{j}\left|r^{p}<\frac{4}{5}\right| \cos \left(p \theta+\omega_{j}\right) \| c_{j} \right\rvert\, r^{p} \\
& =\frac{4}{5}\left|\operatorname{Re}\left(c_{j} z^{p}\right)\right| \quad \text { for } j \geqq j_{a}(\varepsilon) \geqq j_{0}(\varepsilon) \text { say } . \tag{4.14}
\end{align*}
$$

Without loss of generality, we may assume $\cos \left(p \theta+\omega_{j}\right)>0$ for $\theta \in Q_{i, \varepsilon}$ and hence $\cos \left(p \theta+\omega_{j}\right)<0$ for $\theta \in Q_{i+1, \varepsilon}$ for $j \geqq j_{a}(\varepsilon)$. Hence it follows from (4.14) that

$$
\begin{equation*}
\frac{1}{5} \operatorname{Re}\left(c_{j} z^{p}\right)<\log |A(z)|<\frac{9}{5} \operatorname{Re}\left(c_{j} z^{p}\right) \quad \text { for } z \in Q_{i, e}^{*}\left(r_{1 j}, r_{2 j}\right), \quad j \geqq j_{a}(\varepsilon) . \tag{4.15}
\end{equation*}
$$

Now (4.3) yields,

$$
\begin{equation*}
\log |A(z)|>\frac{1}{5}\left|c_{j}\right| r^{p} \cos \left(p \theta+\omega_{j}\right)>\frac{1}{5} \frac{T(r, A)}{2(1+\eta)} \quad(|\eta|<\varepsilon) \tag{4.16}
\end{equation*}
$$

for $z \in Q_{i, \ell}^{*}\left(r_{1 j}, r_{2 j}\right)$ and $j \geqq j_{a}(\varepsilon)$.
It follows from (4.14) that

$$
\begin{equation*}
-\frac{9}{5}\left|\operatorname{Re}\left(c_{j} z^{p}\right)\right|<\log |A(z)|<-\frac{1}{5}\left|\operatorname{Re}\left(c_{j} z^{p}\right)\right|<0 \tag{4.17}
\end{equation*}
$$

for $z \in Q_{i+1, \ell}^{*}\left(r_{1 j}, r_{2 j}\right)$ and $j \geqq j_{a}(\varepsilon)$. So that

$$
\begin{equation*}
\log |A(z)|<-\frac{1}{5}\left|\cos \left(p \theta+\omega_{j}\right)\right|\left|c_{j}\right| r^{p}<-\frac{1}{5} \frac{\pi T(r, A)}{2(1+\eta)} \leqq-\frac{\pi}{20} T(r, A), \quad j \geqq j_{a}(\varepsilon) . \tag{4.18}
\end{equation*}
$$

Remark. It follows from the proof above that if (4.12) holds for all odd $i$ (resp. even) then (4.13) holds for all even $i$ (resp. odd).

Finally we state another result of Edrei and Fuchs.
Lemma 4 [8]. Suppose $A(z)$ is an entire function of finite order p. If

$$
\sum_{a \in \mathrm{C}} \delta(a, A)=1,
$$

then $p \geqq 1$ is an integer. In addition, there exist $s \geqq 1$ finite asymptotic values

$$
\beta_{1}, \beta_{2}, \ldots, \beta_{s}
$$

such that

$$
\sum_{a \neq \infty} \delta(a, A)=\sum_{i=1}^{s} \delta\left(\beta_{i}, A\right)
$$

and each $\delta\left(\beta_{i}, A\right)$ is an integral multiple of $1 / p$.
In particular if $A(z)$ is a real entire function, we can choose the asymptotic paths for $\beta_{i}$ 's to be straight lines from the origin.

Remark. The asymptotic paths appearing in (4.6) of Lemma 1 are the same as those in Lemma 4 (see [8]).

## 5. Preliminary discussion and lemmas required for the proof of the theorems

The method of proof consists of investigating the growth of the function $E:=f_{1} f_{2}$ where $f_{1}$ and $f_{2}$ are two linearly independent solutions of (3.1). It is shown in [2] that $E(z)$ satisfies both

$$
\begin{equation*}
4 A(z)=\left(\frac{E^{\prime}}{E}\right)^{2}-\frac{c^{2}}{E^{2}}-2 \frac{E^{\prime \prime}}{E} \tag{5.1}
\end{equation*}
$$

where $c$ is the Wronskian of $f_{1}$ and $f_{2}$, and the third order differential equation

$$
\begin{equation*}
E^{(3)}+4 A(z) E^{\prime}+2 A^{\prime}(z) E=0 . \tag{5.2}
\end{equation*}
$$

We also note that if a function $y(z)$ satisfies the equation $y^{(k)}+A(z) y=0$ where $k \geqq 1$ and $A(z)$ is analytic in a domain $\mathscr{A}$, say. Then integrating by parts gives the following

$$
\begin{align*}
y(z)= & C_{0}+C_{1}\left(z-z_{0}\right)+C_{2}\left(z-z_{0}\right)+\cdots \\
& +C_{k-1}\left(z-z_{0}\right)^{k-1}-\frac{1}{(k-1)!} \int_{z_{0}}^{z}(z-s)^{k-1} A(s) y(s) d s \tag{5.3}
\end{align*}
$$

where the path of integration is taken within the domain $\mathscr{A}$.
We require the following lemmas.

Lemma 5 (Fuchs [9]). Suppose $h(z)$ is meromorphic in $\mathbf{C}$ and of finite order $\rho$. Then given $\xi>0$ and $0<\delta<\frac{1}{2}$, there exists a constant $K(\rho, \xi)$ and a set of positive real numbers $G$ of lower logarithmic density at least $1-\xi$, i.e. $\operatorname{LLD}(G) \geqq 1-\xi>0$ such that if $0 \leqq \theta_{2}-\theta_{1} \leqq \delta<\frac{1}{2}$ and $r \in G$, then

$$
r \int_{\theta_{1}}^{\theta_{2}}\left|\frac{h^{\prime}}{h}\left(r e^{i \theta}\right)\right| d \theta<K(\rho, \xi) \delta \log \frac{1}{\delta} T(r, h) .
$$

Lemma 6 (Valiron [16]). Let $f(z)$ be an entire function of finite order, then

$$
\left|\frac{f^{\prime}}{f}(z)\right|=O\left(r^{k}\right), \quad r \in[0, \infty) \backslash e .
$$

Here $k$ is some positive number and $e$ is an $R$-set.
Remarks. (i) An $R$-set always has linear measure zero by elementary calculations.
(ii) In the course of the proofs below, it may be necessary to apply Lemma 6 repeatedly. Thus the superscripts $k_{1}, k_{2}, \ldots$ and $q_{1}, q_{2}, \ldots$ that appear in $r^{k_{1}}, r^{k_{2}}, \ldots$ and $r^{q_{1}}, r^{q_{2}}, \ldots$ are not necessarily the same in different occurrences.

We also require:
Lemma 7. Let $F\left(r e^{i \theta}\right)$ be an entire function of finite order and $F(\theta):=F\left(r e^{i \theta}\right)$, with $r$ fixed, is a solution of the partial differential equation

$$
\begin{equation*}
F_{\theta}^{(3)}(\theta)+C_{2} F_{\theta}^{\prime \prime}(\theta)+C_{1} F_{\theta}^{\prime}(\theta)+C_{0} F(\theta)=0 \tag{5.4}
\end{equation*}
$$

where $C_{2}$ is a constant, $C_{1}$ and $C_{0}$ are complex-valued functions of re ${ }^{i \theta}$. The subscript $\theta$ of $F_{\theta}^{\prime}(\theta), F_{\theta}^{\prime \prime}(\theta)$ and $F_{\theta}^{(3)}(\theta)$ indicates the differentiation is taken with respect to $\theta$ and $r$ is being kept fixed. Let $\eta(r)$ be an increasing function of $r$ and

$$
\begin{equation*}
\left|C_{i}\left(r e^{i \theta}\right)\right|=O\left(\eta(r)^{2}\right), \quad r \rightarrow \infty \quad \text { for } \quad i=0,1 \tag{5.5}
\end{equation*}
$$

on a subset $\theta \in[a, b)=J \subseteq[0,4 \pi)$. Suppose also that

$$
\begin{equation*}
\left|F\left(r e^{i a}\right)\right| \leqq C(r), \quad \text { for } r \notin G \text { sufficiently large }, \tag{5.6}
\end{equation*}
$$

where $C(r)$ is an increasing function of $r$ and $m(G)<\infty$.
Then any solution $F(\theta)=F\left(r e^{i \theta}\right)$ of the equation (5.4) satisfies

$$
\begin{equation*}
\log ^{\dagger}|F(\theta)|=\log ^{\dagger}\left|F\left(r e^{i \theta}\right)\right|=O(\log C(r)+\eta(r)+\log (r) \quad r \rightarrow \infty, \tag{5.7}
\end{equation*}
$$

$r \notin G$ and for all $\theta \in J$.

Proof. It follows from Lemma 6 that

$$
F_{\theta}^{\prime}\left(r e^{i \theta}\right)=F^{\prime}(z) \frac{\partial z}{\partial \theta}=i r e^{i \theta} F^{\prime}(z)
$$

and

$$
F_{\theta}^{\prime \prime}\left(r e^{i \theta}\right)=-\left(r^{2} e^{2 i \theta} F^{\prime \prime}(z)+r e^{i \theta} F^{\prime}(z)\right)
$$

We have

$$
\begin{equation*}
\left|F\left(r e^{i a}\right)\right| \leqq C(r) \tag{5.8}
\end{equation*}
$$

hence

$$
\begin{equation*}
\left|F_{\theta}^{\prime}\left(r e^{i a}\right)\right|=\left|F\left(r e^{i a}\right)\right|\left|i r e^{i a} \frac{F^{\prime}}{F}\left(r e^{i a}\right)\right| \leqq r^{k_{1}} C(r) \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\left|F_{\theta}^{\prime \prime}\left(r e^{i a}\right)\right|=\left|F\left(r e^{i a}\right)\right| r^{2} e^{2 i a} \frac{F^{\prime \prime}}{F}\left(r e^{i a}\right)+r e^{i a} \frac{F^{\prime}}{F}\left(r e^{i a}\right) \right\rvert\, \leqq r^{k_{2}} C(r), \tag{5.10}
\end{equation*}
$$

for $r \notin G$ and for some $k_{1}$ and $k_{2}>0$. Alternatively we may prove (5.9) and (5.10) by the identity $\left|F_{\theta}^{\prime}\right|=r\left|F^{\prime}(z)\right|$ and the fact that $F_{\theta}^{\prime}(z)$ is also an entire function.

Let $k=\max \left(k_{1}, k_{2}\right)$. It is easy to check that

$$
y(\theta)=r^{k} C(r) \exp (\eta(r)(h+\theta)), \quad \text { for some constant } h>4 \pi,
$$

satisfies the third order differential equation

$$
\begin{equation*}
y_{\theta}^{(3)}(\theta)-a_{2} y_{\theta}^{\prime \prime}(\theta)-a_{1} y_{\theta}^{\prime}(\theta)-a_{0} y(\theta)=0, \tag{5.11}
\end{equation*}
$$

where $a_{2}=\left|C_{2}\right|, a_{1}=\eta^{2}(r)-\left(a_{2}+1\right) \eta(r)$ and $a_{0}=\eta^{2}(r)$ are all positive coefficients provided $r$ is chosen sufficiently large.

Clearly, we have for $r$ sufficiently large and $\theta \in J$

$$
\begin{align*}
& \left|C_{2}(r)\right|=a_{2}, \\
& \left|C_{1}(r)\right| \leqq a_{1}=\eta^{2}(r)-\left(a_{2}+1\right) \eta(r)<\eta^{2}(r) \\
& \left|C_{0}(r)\right| \leqq a_{0}=\eta^{2}(r) . \tag{5.12}
\end{align*}
$$

Here (5.12) is valid and we may multiply $\eta(r)$ by a suitable constant when necessary in the definition of $y(\theta)$. It follows from (5.8)-(5.10) that

$$
\begin{gathered}
\left|F\left(r e^{i a}\right)\right|<y(a)=r^{k} C(r) \exp (\eta(r)(h+a)), \\
\left|F_{\theta}^{\prime}\left(r e^{i a}\right)\right|<y_{\theta}^{\prime}(a)=r^{k} C(r) \eta(r) \exp (\eta(r)(h+a)), \\
\left|F_{\theta}^{\prime \prime}\left(r e^{i a}\right)\right|<y_{\theta}^{\prime \prime}(a)=r^{k} C(r) \eta^{2}(r) \exp (\eta(r)(h+a))
\end{gathered}
$$

for $r \notin G$ sufficiently large.
We apply Herold's comparison theorem ([11], Theorem 1]) to equations (5.4) and (5.11). Thus

$$
\begin{gathered}
\left|F\left(r e^{i \theta}\right)\right| \leqq r^{k} C(r) \exp (\eta(r)(h+\theta)), \\
\left|F_{\theta}^{\prime}\left(r e^{i \theta}\right)\right| \leqq r^{k} C(r) \eta(r) \exp (\eta(r)(h+\theta)) \\
\left|F_{\theta}^{\prime \prime}\left(r e^{i \theta}\right)\right| \leqq r^{k} C(r) \eta^{2}(r) \exp (\eta(r)(h+\theta))
\end{gathered}
$$

for $\theta \in J$ and $r \notin G$ sufficiently large. Hence

$$
\log ^{+}\left|F\left(r e^{i \theta}\right)\right|=O(\log C(r)+\eta(r)+\log r)
$$

for $\theta \in J$ and $r \notin G$. This proves the lemma.

Remark. Although the lemma has a fixed interval $[a, b)$ for $\theta$, the conclusion still holds if we consider a sequence $\left[a_{j}, b_{j}\right.$ ) instead, defined on a sequence of arcs with radii $\left\{r_{j}\right\}$, provided the modified (5.5) and (5.6) still hold.

## 6. Proof of Theorem 1

We shall sketch the proof first. We assume on the contrary that $E:=f_{1} f_{2}$ with $\lambda(E)<\infty$ where $f_{1}$ and $f_{2}$ are linearly independent solutions of (3.1). It is well-known [1] that

$$
T(r, E)=O\left(\bar{N}\left(r, \frac{1}{E}\right)+T(r, A)+\log r\right)
$$

as $r \rightarrow \infty$ except possibly for a set $r$ of finite linear measure. But $\bar{N}(r,(1 / E))=O\left(r^{q}\right)$ for some $q>0$, hence $\rho(E)<\infty$. From (5.1), we also deduce $\rho(E) \geqq \rho(A)$. Then we estimate

$$
T(r, E)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \operatorname{lo} g\left|E\left(r e^{i \theta}\right)\right| d \theta
$$

to yield a contradiction.
In view of the results of Rossi and Shen, we may assume that $\rho(A)>1 / 2$. From Lemma 3 it follows that given $\varepsilon>0$, there exist sequences of $Q_{i, \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right)$ and hence $P_{i, 8}^{*}\left(r_{1 j}, r_{2 j}\right)$ for each $i=1,2, \ldots, 2 p$ such that $A(z)$ satisfies either (4.12) or (4.13).

We divide the proof into two parts.
Part (a). We assume $P(z) \equiv 0$. Now,

$$
\int_{0}^{2 \pi} \log \left|E\left(r e^{i \theta}\right)\right| d \theta=\sum_{i=1}^{2 p} \int_{Q_{i, \varepsilon}} \operatorname{lo}^{+} \mathrm{g}\left|E\left(r e^{i \theta}\right)\right| d \theta+\sum_{i=1}^{2 p} \int_{P_{i, \varepsilon}} \log ^{+}\left|E\left(r e^{i \theta}\right)\right| d \theta,
$$

for a fixed $r \in\left(r_{1 j}, r_{2 j}\right) \backslash G$ where $j \geqq j_{1}(\varepsilon)$, say.
Since all the estimates for $A(z)$ in the Lemma 3 are asymptotically the same, it is sufficient to consider the following integrals only,

$$
\begin{equation*}
\int_{Q_{i, \varepsilon}} \log \left|E\left(r e^{i \theta}\right)\right| d \theta+\int_{P_{i, \varepsilon}} \log ^{+}\left|E\left(r e^{i \theta}\right)\right| d \theta+\int_{Q_{i+1, \varepsilon}} \log ^{+}\left|E\left(r e^{i \theta}\right)\right| d \theta=I_{1}+I_{2}+I_{3} \tag{6.1}
\end{equation*}
$$

where $r e^{i \theta} \in Q_{i, \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right), P_{i, c}^{*}\left(r_{1 j}, r_{2 j}\right), Q_{i+1, \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right)$ respectively when $j$ is large and $i=1, \ldots, 2 p-1$.

We assume that $A(z)$ satisfies estimate (4.12) in $Q_{i . e}^{*}\left(r_{1 j}, r_{2 j}\right)$ and (4.13) in $Q_{i+1, \ell}^{*}\left(r_{1 j}, r_{2 j}\right)$. Let $r^{i \theta} \in Q_{i, e}^{*}\left(r_{1 j}, r_{2 j}\right)$. By Lemma 6 both

$$
\left|\frac{E^{\prime}}{E}\left(r e^{i \theta}\right)\right| \text { and }\left|\frac{E^{\prime \prime}}{E}\left(r e^{i \theta}\right)\right|
$$

are of order $r^{q_{1}}$ for some $q_{1}>0$ and outside a set of $r$ of finite linear measure. We can incorporate the exceptional set into that of $Q_{i, e}^{*}\left(r_{1 j}, r_{2 j}\right)$ for each $j$. But $\left|A\left(r e^{i \theta}\right)\right|=O\left(r^{m}\right)$ for each $m>0$ and $r e^{i \theta} \in Q_{i . \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right)$ as $j \rightarrow \infty$. It follows from formula (5.1) that $\left|E\left(r e^{i \theta}\right)\right|<\delta$ for any given $\delta>0$ provided $j \geqq j_{2}(\varepsilon)$. Hence

$$
\begin{equation*}
\log \left|E\left(r e^{i \theta}\right)\right|=0, \quad r e^{i \theta} \in Q_{i, \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right) \tag{6.2}
\end{equation*}
$$

and $I_{1}=0$ for all $j \geqq j_{2}(\varepsilon)$.
From Lemma 2 the exceptional set $G$ (see (4.7)) of $r$ arising from $\bigcup_{j} Q_{i, \ell}^{*}\left(r_{1 j}, r_{2 j}\right)$ has upper logarithmic density 0 . We may choose an exceptional set arising from Lemma 5 with upper logarithmic density $\xi$ such that $\xi<1$. Also the $R$-set of $r$ with finite linear measure such that (6.2) holds has upper logarithmic density zero. We may, therefore, be able to find a set of $r$ of lower logarithmic density $1-\xi>0$ so that both (6.2) and Lemma 6 (and hence (6.3) and (6.4) below) hold simultaneously. In the rest of this proof, it may again be necessary to consider some estimates which are valid outside sets of $r$ of
finite linear measures, so that the integration (6.1) can go through. As they all have upper logarithmic densities zero, we can incorporate them into the existing exceptional set without affecting those parts of the proof. We shall not mention this fact again.

Now it follows from Lemma 5 that

$$
\begin{align*}
\log \left|E\left(r e^{i \theta}\right)\right| & \leqq \log \left|E\left(r e^{i\left(\theta_{i}-\varepsilon\right.}\right)\right|+\int_{\theta_{i}-\varepsilon}^{\theta} r\left|\frac{E^{\prime}}{E}\left(r e^{i t}\right)\right| d t \\
& \leqq \log ^{+}\left|E\left(r e^{i\left(\theta_{i}-\varepsilon\right)}\right)\right|+\int_{P_{i, \varepsilon}} r\left|\frac{E^{\prime}}{E}\left(r e^{i t}\right)\right| d t \\
& \leqq \log ^{+}\left|E\left(r e^{i\left(\theta_{i}-\varepsilon\right.}\right)\right|+K(\rho(E), \xi) \varepsilon \log \frac{1}{\varepsilon} T(r, E) \tag{6.3}
\end{align*}
$$

provided $\left|\theta_{i}+\varepsilon-\left(\theta_{i}-\varepsilon\right)\right|=2 \varepsilon<\frac{1}{2}$ or $\varepsilon<\frac{1}{4}$ and $\theta \in P_{i, \varepsilon}$. Thus

$$
\begin{equation*}
I_{2}=O\left(\varepsilon \log \frac{1}{\varepsilon} T(r, \varepsilon)\right) \tag{6.4}
\end{equation*}
$$

for $r e^{i \theta} \in P_{i, \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right)$ and for all $j \geqq j_{3}(\varepsilon)$ say.
We now consider $I_{3}$. It follows from (5.2), that $E(z)$ satisfies the equation

$$
\begin{equation*}
E^{(3)}(z)+\phi(z) E(z)=0 \tag{6.5}
\end{equation*}
$$

where

$$
\phi(z)=A(z)\left(4 \frac{E^{\prime}}{E}(z)+2 \frac{A^{\prime}}{A}(z)\right) .
$$

Also by (5.3), any solutions of (3.1) can be expressed as

$$
\begin{equation*}
E(z)=b_{0}+b_{1}\left(z-z_{0}\right)+b_{2}\left(z-z_{0}\right)^{2}-\frac{1}{2!} \int_{z_{0}}^{2}(z-t)^{2} A(t) E(t) d t \tag{6.6}
\end{equation*}
$$

where the path of integration is taken within $Q_{i+1, e}\left(r_{1 j}, r_{2 j}\right)$. We may choose $z_{0}=$ $r e^{i\left(\theta_{i}+\varepsilon\right)}$, and hence

$$
b_{0}=E\left(z_{0}\right), \quad b_{1}=E^{\prime}\left(z_{0}\right)=\frac{E^{\prime}}{E}\left(z_{0}\right) E\left(z_{0}\right)
$$

and

$$
b_{2}=\frac{1}{2} E^{\prime \prime}\left(z_{0}\right)=\frac{1}{2} \frac{E^{\prime \prime}}{E^{\prime}}\left(z_{0}\right) \frac{E^{\prime}}{E}\left(z_{0}\right) E\left(z_{0}\right) .
$$

Clearly $z_{0}$ depends on $j$. We apply Lemma 6 and the fact that $\left|z-z_{0}\right|=O(r)$ and Gronwall's Lemma (see [12]) respectively to obtain

$$
\begin{aligned}
|E(z)| \leqq & \leqq E\left(z_{0}\right) \mid\left(1+O\left(r^{k_{1}}\right)\left|z-z_{0}\right|+O\left(r^{k_{2}}\right)\left|z-z_{0}\right|^{2}\right) \\
& +\frac{1}{2} \int_{\theta_{i}+\varepsilon}^{\theta}\left|r e^{i \theta}-r e^{i t}\right|^{2}\left|\phi\left(r e^{i t}\right)\right|\left|E\left(r e^{i t}\right)\right| r d t \\
& \leqq\left|E\left(z_{0}\right)\right|\left(1+O\left(r^{k_{3}}\right)\right)+2 \int_{\theta_{i}+\varepsilon}^{\theta} r^{3}\left|\phi\left(r e^{i t}\right)\right|\left|E\left(r e^{i t}\right)\right| d t \\
& \leqq\left|E\left(z_{0}\right)\right|\left(1+O\left(r^{k_{3}}\right)\right) \exp \left\{O\left(r^{3}\left|\phi\left(r e^{i t}\right)\right|\right)\right\} \quad \text { for } j \geqq j_{4}(\varepsilon) .
\end{aligned}
$$

Now both

$$
\frac{E^{\prime}}{E} \text { and } \frac{A^{\prime}}{A}
$$

are of order $r^{k_{4}}$ outside a set of $r$ of finite linear measure, and $\left|A\left(r e^{i \theta}\right)\right|=o\left(r^{-m}\right)$ for each $m>0, r e^{i \theta} \in Q_{i+1, \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right)$ and for $j \geqq j_{5}(\varepsilon)$ say. Hence

$$
\begin{equation*}
\log ^{+}\left|E\left(r e^{i \theta}\right)\right|=\log ^{+}\left|E\left(z_{0}\right)\right|+O(\log r)=O\left(\varepsilon \log \frac{1}{\varepsilon} T(r, E)\right)+O(\log r) \tag{6.7}
\end{equation*}
$$

from (6.3), and for $r e^{i \theta} \in Q_{i+1, \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right)$ and $j \geqq j_{5}(\varepsilon)$.
Thus, we have the same estimate for

$$
r e^{i \theta} \in Q_{i, \ell}^{*}\left(r_{1 j}, r_{2 j}\right) \cup P_{i, \ell}^{*}\left(r_{1 j}, r_{2 j}\right) \cup Q_{i+1, \ell}^{*}\left(r_{1 j}, r_{2 j}\right),
$$

for $i=1, \ldots, 2 p-1$ provided $j \geqq j_{6}(\varepsilon)$. Hence

$$
T(r, E)=O\left(\varepsilon \log \frac{1}{\varepsilon} T(r, E)\right)+O(\log r)
$$

for $r \notin\left(r_{1 j}, r_{2 j}\right) \cap G$ and $j \geqq j_{6}(\varepsilon)$. Since $\varepsilon>0$ is arbitrary, we may choose it small enough to obtain

$$
T(r, E)=O(\log r)
$$

for $r \notin\left(r_{1 j}, r_{2 j}\right) \cap G, j \geqq j_{7}(\varepsilon)$. Hence $E(z)$ is a polynomial, and it follows from (5.1) that $A(z)$ is rational. This is a contradiction. This completes the proof of Part (a).

Part (b). We assume $P \not \equiv 0$ and $\operatorname{deg} P=n, n \geqq 0$. Given the same $\varepsilon>0$ and with the same notation and arguments, we arrive at (4.15) and (4.16) for $z \in Q_{i, \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right)$. Also we obtain (4.17) and (4.18) for $z \in Q_{i+1, \ell}^{*}\left(r_{1 j}, r_{2 j}\right)$. From (4.1), we have $\delta\left(0, A^{\prime}\right)=1$. Thus we may assume, by Lemma 1 again, that $|\cos \theta|>5 \varepsilon_{1}>0$ and there exists a corresponding sequence $\left\{\tilde{c}_{j}\right\}$ (defined by (4.2) with the zeros of $A^{\prime}(z)$ ) such that

$$
|\log | A^{\prime}(z)\left|-\operatorname{Re}\left(\tilde{c}_{j} z^{p}\right)\right|<4 \varepsilon_{1}\left|\tilde{c}_{j}\right| r^{p}, \quad z \in \Gamma_{j}-\tilde{E}_{j}, \quad \text { for all } j \geqq j_{b}(\varepsilon) \text { say }
$$

Here $\left\{\tilde{E}_{j}\right\}$ are the exceptional sets corresponding to $A^{\prime}(z)$. By Lemma 2 again, ULD $(\tilde{G})=0$ where $\tilde{G}:=\bigcup_{j}\left\{r=|z|: z \in \tilde{E}_{j}\right\}$. Let $\operatorname{Re}\left(\tilde{c}_{j} z^{p}\right)=\left|\tilde{c}_{j}\right| r^{p} \cos \left(p \theta+\beta_{j}\right)$ say for $z \in \Gamma_{j}-\widetilde{E}_{j}$.

Suppose $\cos \left(p \theta+\beta_{j}\right)>0$ for $\theta \in \widetilde{Q}_{k, \varepsilon}$ and hence $\cos \left(p \theta+\beta_{j}\right)<0$, for $\theta \in \widetilde{Q}_{k+1, \varepsilon}$. Thus

$$
\begin{equation*}
\frac{1}{5} \operatorname{Re}\left(\tilde{c}_{j} z^{p}\right)<\log \left|A^{\prime}(z)\right|<\frac{9}{5} \operatorname{Re}\left(\tilde{c}_{j} z^{p}\right), \quad z \in \widetilde{Q}_{k, \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right) \quad \text { for } j \geqq j_{b}(\varepsilon) . \tag{6.8}
\end{equation*}
$$

We may write (5.2) in the form

$$
\begin{equation*}
\frac{E^{(3)}}{E}+4 A \frac{E^{\prime}}{E}=-2 A^{\prime} \tag{6.9}
\end{equation*}
$$

Since we have assumed $\lambda(E)<\infty$ and hence $\rho(E)<\infty$. It follows from Lemma 6, (4.15), (6.8) and (6.9) that for each $j \geqq j_{c}(\varepsilon)$ say, there exists $k$ and $i$ such that

$$
\tilde{Q}_{k, e}\left(r_{1 j}, r_{2 j}\right) \subseteq Q_{i, \ell}\left(r_{1 j}, r_{2 j}\right),
$$

and hence for each $k$, $\tilde{Q}_{k, e}\left(r_{1 j}, r_{2 j}\right)=Q_{i, \varepsilon}\left(r_{1 j}, r_{2 j}\right)$ for some $i$ and for $j \geqq j_{c}(\varepsilon)$.
We may renumber $k$ so that for $j \geqq j_{c}(\varepsilon), k=i$ for all $k$ and $i$. Now define

$$
Q_{i, z}^{* *}\left(r_{1 j}, r_{2 j}\right):=Q_{i, e}^{*}\left(r_{1 j}, r_{2 j}\right) \cap \tilde{Q}_{i, \ell}^{*}\left(r_{1 j}, r_{2 j}\right)
$$

for all $i$ and $j \geqq j_{c}(\varepsilon)$. We deduce

$$
\begin{equation*}
\log |A(z)| \leqq e^{-(\pi / 20) T(r, A)} \text { and } \log \left|A^{\prime}(z)\right| \leqq e^{-(\pi / 20) T\left(r, A^{\prime}\right)} \tag{6.10}
\end{equation*}
$$

for $z \in Q_{i, \ell}^{* *}\left(r_{1 j}, r_{2 j}\right)$ for all $j \geqq j_{d}(\varepsilon)$. This is because the exceptional sets $\bigcup E_{j}$ and $\bigcup \tilde{E}_{j}$ both have upper logarithmic densities zero, and the previous estimates in (4.15), (4.18), (6.8) and (6.10) are still valid.

Recall that $E(z)$ satisfies equation (5.2), and let

$$
V(\theta)=E\left(r e^{i \theta}\right)
$$

with $r$ fixed. It is routine to check that it satisfies the equation,

$$
\begin{equation*}
V_{\theta}^{(3)}(\theta)-C_{2}(r) V_{\theta}^{\prime \prime}(\theta)-C_{1}(r) V_{\theta}^{\prime}(\theta)-C_{0}(r) V(\theta)=0 \tag{6.11}
\end{equation*}
$$

with $r$ being fixed, where

$$
C_{2}(r)=3 i
$$

and

$$
\left\{\begin{array}{l}
C_{1}(r)=2+4\left(r e^{i \theta}\right)^{2}(A+P)\left(r e^{i \theta}\right) \\
C_{0}(r)=2 i\left(r e^{i \theta}\right)^{3}(A+P)^{\prime}\left(r e^{i \theta}\right)
\end{array}\right.
$$

are complex-valued coefficients and functions of $r$.
Suppose $A(z)$ satisfies (4.13) in $Q_{i+1, \varepsilon}^{* *}\left(r_{1 j}, r_{2 j}\right)$, and hence we may assume that it satisfies (4.12) in $Q_{i, e}^{* *}\left(r_{1 j}, r_{2 j}\right)$. It follows from Part (a) that both $I_{1}$ and $I_{2}$ are just (6.2) and (6.4) respectively for $j \geqq j_{7}(\varepsilon)$.

Let $n \geqq 0$ be the degree of the polynomial $P(z)$. It follows from (4.13) that

$$
\left|C_{1}(r)\right|=O\left(r^{n+2}\right),
$$

and

$$
\begin{cases}\left|C_{0}(r)\right|=O\left(r^{n+2}\right), & \text { if } n \geqq 1 ;  \tag{6.12}\\ \left|C_{0}(r)\right|=o(1), & \text { if } n=0 ;\end{cases}
$$

for $r e^{i \theta} \in Q_{i+1, t}^{* *}\left(r_{1 j}, r_{2 j}\right)$ and $j \geqq j_{7}(\varepsilon)$.
We apply Lemma 7 to equation (6.11) and take into account the remark made after Lemma 7, with $a_{j}=\theta_{i}+\varepsilon$ and $b_{j}=\theta_{i+1}-\varepsilon$ (clearly, $i$ depends on $j$ ). By (6.4),

$$
\log \left|E\left(r e^{i a_{j}}\right)\right|=O\left(\varepsilon \log \frac{1}{\varepsilon} T(r, E)\right)
$$

or

$$
\left|V\left(a_{j}\right)\right|=O\left(\exp \left(\varepsilon \log \frac{1}{\varepsilon} T(r, E)\right)\right) \text { for } j \geqq j_{8}(\varepsilon) \text { say. }
$$

As in (5.9) and (5.10), we have

$$
\begin{aligned}
\left|V_{\theta}^{\prime}\left(a_{j}\right)\right| & \left.=\left|E_{\theta}^{\prime}\left(r e^{i a_{j}}\right)\right|=\left|i r e^{i a_{j}} \frac{E^{\prime}}{E}\left(r e^{i a_{j}}\right)\right| E\left(r e^{i a_{j}}\right) \right\rvert\, \\
& =O\left(r^{q_{1}} \exp \left(\varepsilon \log \frac{1}{\varepsilon} T(r, E)\right)\right), \quad j \geqq j_{9}(\varepsilon),
\end{aligned}
$$

and

$$
\begin{aligned}
\left|V_{\theta}^{\prime \prime}\left(a_{j}\right)\right| & =\left|E_{\theta}^{\prime \prime}\left(r e^{i a_{j}}\right)\right|=\left|i r e^{i a_{j}} \frac{E^{\prime \prime}}{E}\left(r e^{i a_{j}}\right)+r e^{i a_{j}} \frac{E^{\prime}}{E}\left(r e^{i a_{j}}\right)\right|\left|E\left(r e^{i a_{j}}\right)\right| \\
& =O\left(r^{q_{2}} \exp \left(\varepsilon \log \frac{1}{\varepsilon} T(r, E)\right)\right), \quad j \geqq j_{9}(\varepsilon)
\end{aligned}
$$

We may choose

$$
C(r)=O\left(r^{q_{3}} \exp \left(\varepsilon \log \frac{1}{\varepsilon} T(r, E)\right)\right), \quad j \geqq j_{10}(\varepsilon)
$$

for some $q_{3}>0$, and (5.6) is satisfied. Now although the coefficients $C_{1}$ and $C_{0}$ in (6.12) of the equation (6.11) have bounds depending on the polynomial $P(z)$, in any case it is true that they both are bounded by a constant multiple of $r^{n+2}$ for $r$ (and hence $j$ ) sufficiently large and for $n \geqq 0$. So we let

$$
\eta(r)^{2}=r^{n+2}, \quad n \geqq 0
$$

Then (5.4) and (5.5) are satisfied. Hence it follows from Lemma 7 that

$$
\log \left|E\left(r e^{i \theta}\right)\right|=O(\log C(r)+\eta(r)+\log r)=O\left(\varepsilon \log \frac{1}{\varepsilon} T(r, E)+\eta(r)+\log r\right)
$$

for $\theta \in Q_{i+1, \varepsilon}$ and $j \geqq j_{10}(\varepsilon)$.
Again $\varepsilon>0$ is arbitrary; letting $\varepsilon \rightarrow 0$, we obtain

$$
\log \left|E\left(r e^{i \theta}\right)\right|=O\left(r^{(n+2) / 2}+\log r\right) \quad \text { for } r e^{i \theta} \in Q_{i+1, e}\left(r_{1 j}, r_{2 j}\right), j \geqq j_{11}(\varepsilon) \text { say. }
$$

Combining (6.2) and (6.4), it follows from (6.1) that

$$
T(r, E)=O\left(r^{(n+2) / 2}+\log r\right), \quad n \geqq 0,
$$

for $r e^{i \theta} \in \cup_{i} Q_{i, 2}^{* *}\left(r_{1 j}, r_{2 j}\right), j \geqq j_{11}(\varepsilon)$. Hence $\rho(E)<\rho(A)$, and this a contradiction, since $\rho(A)>1, n+2<2 \rho(A)$, and $\rho(A) \leqq \rho(E)$. This completes the proof of Part (b) and also the proof of Theorem 1.

## 7. Proof of Theorem 2

We only give a sketch of the proof as it is similar to that of Theorem 1. Let $A(z)$ satisfy the hypothesis of Theorem 2. From (4.1), we have $\delta\left(0, A^{\prime}\right)=1$. Given $\varepsilon>0$, with a similar argument and notation as in the proof of Theorem 1 , we have (6.8) for $z \in \widetilde{Q}_{i, e}^{*}\left(r_{1 j}, r_{2 j}\right)$ for some $i$ and for $j \geqq j_{d}(\varepsilon)$. Again, it is clear from equation (6.9) that $A(z)$ must also have a similar growth rate as (4.15), and $I_{1}=0$ where $I_{1}$ was defined in the proof of Theorem 1.

By Lemma 1(iv), there exist paths $\mathscr{L}^{(m)}, m=1,3, \ldots, 2 p-1$, such that

$$
\left|A^{\prime}(z)\right|<e^{-(\pi / 20) T\left(r, A^{\prime}\right)} \quad z \in \mathscr{L}^{(m)} \text { and } r \text { sufficiently large. }
$$

Fix $m=1$ say, and since $\varepsilon$ is arbitrary, we have for $j \geqq j_{e}(\varepsilon)$ that $A^{\prime}(z)$ satisfies

$$
-\frac{9}{5}\left|\operatorname{Re}\left(\tilde{c}_{j} z^{p}\right)\right|<\log \left|A^{\prime}(z)\right|<-\frac{1}{5}\left|\operatorname{Re}\left(\tilde{c}_{j} z^{p}\right)\right|<0
$$

for $z \in \widetilde{Q}_{i, e}^{*}\left(r_{1 j}, r_{2 j}\right)$, and that $\mathscr{L}^{(1)} \cap \widetilde{Q}_{i, e}^{*}\left(r_{1 j}, r_{2 j}\right)$ is not empty. In fact, after a suitable renumbering we may write

$$
\gamma_{i j}=\mathscr{L}^{(i)} \cap \tilde{Q}_{i, e}\left(r_{1 j}, r_{2 j}\right), \quad j \geqq j_{e}(\varepsilon),
$$

and the length of it is $O\left(\alpha^{j}\right)$ at most. On the other hand, by Lemma 4, $A(z)$ has finite asymptotic values $\beta_{i}, i=1,3, \ldots, 2 p-1$, not necessary distinct, such that the corresponding asymptotic paths are just $\mathscr{L}^{(i)}$ by the remark after Lemma 4. By choosing $j \geqq j_{f}(\varepsilon)$ and $z_{i j} \in \gamma_{i j}$ we may assume $\left|A\left(z_{i j}\right)\right|$ is bounded by $2\left|\beta_{i}\right|$, say, where $\beta_{i}$ is the corresponding asymptotic value. So for each $z \in \tilde{Q}_{i, \varepsilon}^{*}\left(r_{1 j}, r_{2 j}\right), i=1,3, \ldots, 2 p-1$ and $j \geqq j_{f}(\varepsilon)$, we have

$$
A(z)=\int_{z_{i j}}^{2} A^{\prime}(\xi) d \xi+A\left(z_{i j}\right)
$$

where the path of integration is taken within $\tilde{Q}_{i, \mathrm{e}}\left(r_{1 j}, r_{2 j}\right)$ avoiding $\tilde{E}_{j}$.
But

$$
\begin{equation*}
\left|\int_{z_{i j}}^{z} A^{\prime}(\xi) d \xi\right|=O\left(\alpha^{j} e^{-(\pi / 20) T\left(\alpha^{j}, A^{\prime}\right)}\right)=o(1) \tag{7.1}
\end{equation*}
$$

as $j \rightarrow \infty$ (see [8, p. 287]).
Thus

$$
|A(z)|=O(1) \quad \text { for } z \in \bar{Q}_{i, e}^{*}\left(r_{1 j}, r_{2 j}\right), \quad j \geqq j_{f}(\varepsilon), \quad i=1,3, \ldots, 2 p-1 .
$$

The above arguments can be repeated for each of $\tilde{Q}_{i, e}^{*}\left(r_{1 j}, r_{2 j}\right), i=1, \ldots, 2 p$.
Hence by equations (6.11) and (6.12) the estimations on $I_{3}$ are the same as those in part (b) of Theorem 1. Whereas $I_{2}$ is exactly the same. Hence we obtain, for $r \notin\left(r_{1 j}, r_{2 j}\right) \cap \tilde{G}$,

$$
T(r, E)=O\left(r^{(n+2) / 2}+\log r\right), \quad \text { for } j \rightarrow \infty \text { and } n \geqq 0 .
$$

And the conclusion follows as in the case of Theorem 1.

## 8. Concluding remarks

We note that when $P \equiv$ const., $\rho(A)=1$ and $\sum \delta(a)=1$, the method of proof of Theorem 2 just fails. However as shown by Theorems C and D that the proof cannot be extended to cover this case.

In view of Theorem D, we may ask whether the conclusions of Theorems 1 and 2 still hold when the restriction on the degree of the polynomial $P(z)$ is removed. The next obvious question is to prove a stronger conclusion that $\lambda(f)=\infty$ where $f$ is any solution of the differential equations. Finally, the same questions can be asked for the higher order differential equations, see for example [6].
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