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Internal Hydraulics, Solitons and Associated Mixing in a Stratified Sound 

JIANPING GAN AND R. GRANT INGRAM 

Department of Atmospheric and Oceanic Sciences, McGill University, Montreal, Qudbec, Canada 

Observations of tidally forced flow in a constricted and sill-like region of a highly stratified sound are examined 
as a problem of two-layer hydraulic exchange. Based on the current and salinity data, time and space dependent 
hydraulic conditions along the sound are discussed. It will be shown that the sound is subject to internal hydraulic 
controls at several locations, which account for the generation of strong internal hydraulic bores and drops in the 
upper layer. Internal solitary waves with 3-6 rain period were found in the upstream propagating bore. Using results 
from different models of the solitary wave based on the Korteweg-de Vfies (KdV) equation, it is shown that the 
second-order nonlinear term must be included in the two-layer model. Results from a first-order continuously 
stratified model, solved using the lowest mode eigenfunction, gave similar results as the second order two-layer 
model. This implies that two-layer models may ignore some properties of the real fluid and that internal soiltons are 
also sensitive to the stratification characteristics of the water column. The vertical velocity shear, hydraulic 
characteristics of the flow and the presence of solitary waves were major contributors to vertical mixing in the sound. 

INTRODUCTION 

The interaction of a stratified flow with a sill and/or constriction 

is subject to internal hydraulic control. Internal bores or drops, which 
result from the effect of hydraulic control, can evolve into a packet 
of solitary waves due to nonlinear effects [Maxworthy, 1979]. This 
phenomenon has been observed in many areas, for example, in the 
Caspian Sea [Iranov and Konyaev, 1976], Massachusetts Bay 
[Halpern, 1969; Haury et al., 1979], Knight Inlet [Farmer and 
Smith, 1978], Observatory Inlet [Farmer and Denton, 1985], the 
Scotian Shelf [Sandstrom and Elliott, 1984], and on the Australian 
North West Shelf [Holloway, 1987]. 

In earlier studies on internal hydraulics, Long [1954] showed the 
results of various possible fluid configurations over an obstacle from 
an initially uniform flow upstream and downstream. Baines [ 1984] 
combined hydraulics with nonlinear wave theory in a study of the 
upstream bore and found that disturbances were governed by non- 
linear effects and their character was determined by a balance 
between nonlinear steepening and dispersion of the wave. More 
recenfly,Armi andFarmer [ 1985], by using the conservation-energy 
equations and parameterizing flows in terms of the internal Froude 
number for each layer, examined the conjugate states for an internal 
hydraulic jump under the influence of two-way hydraulic control. 
The combined effect of a sill and a constriction was also discussed 

by Farmer andArmi [1986] and Hogg [1985]. 
Solitary waves, so called because they often occur as a single 

entity and are localized, include both nonlinear and dispersive 
effects. They are found at the front of a depression or an elevation 
apparently steepening due to nonlinear effects. With regard to mod- 
elling internal solitary waves, the Benjamin [1966] and Ono [1975] 
equation, the Kubota eta/. [1978] equation, or the internal Korteweg- 
de Vries (KdV) [Benny, 1966] equation apply, according to whether 
the wavelength is much smaller, of the same order or much larger 
than the total water depth, respectively. However, Matworthy 
[1979] concluded that the KdV equation could be used to crudely 
model events for a deep ocean. $egur and Hammack [1982] and 
Koop andButler [ 1981], based on their two-layer experi mental data, 
found that the KdV predicted the solitary waves with remarkable 
accuracy, much better than finite-depth theory. Until now, most 
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oceanographers used the KdV to explain observational data. For 
example, Osborne and Burch [1980] and Pierini [1989] applied the 
KdV equation to understand internal wave fields in the Andaman 
sea and the Alboran Sea, even though their observed wavelengths 
were comparable to the total water depth. Despite the relative depth 
limitation, the KdV equation can include shear [ Liu and Benny 
1981; Tung et al., 1981;Maslowe andRedekoœœ, 1980], topography, 
variable cross-section [Johnson, 1973a, b; Grimshaw, 1977], vis- 
cous effects and higher-order effects [Koop and Butler, 1981]. 
Based on our observations, we will focus on the KdV equation. 

The importance of hydraulic jumps on mixing in estuaries has 
been discussed by several authors, e.g., Partch and Smith [1978], 
Gardner and Smith [1978], Lewis [1985]. They indicated that in- 
tense mixing events were either initiated or coincided with the 
existence of critical or supercritical flow. Sandstrom and Elliott 
[1984] found that the dissipation of solitary waves associated with 
a shoreward propagating internal tide could provide energy for 
vertical mixing. 

The object of this paper is to gain insight into the characteristics 
of hydraulics, solitons and their effects on the mixing along a well 
stratified sound. Based on current and salinity data, it will be shown 
that hydraulic critical conditions lead to the generation of strong 
bores and drops. The internal "bore" and "drop" in this paper are 
defined as a sudden upward and downward steepening of the density 
interface, respectively. Spatial and temporal characteristics of the 
high-frequency internal waves are considered on the basis of hydrau- 
lic results and KdV theory. After discussing the mechanisms of 
internal hydraulics and high-frequency waves, vertical mixing along 
the sound is considered. 

STUDY AREA 

Manitounuk Sound is a 60 kin-long coastal embayment in south- 
ern Hudson Bay (Figure 1). Depth varies from 70 to 90 m near its 
entrance to less than 10 m near the inland termination. The average 
width in the sound is about 3 km with a horizontally constricted 
region of about 1.5 km near Paint Islands, and with a small island 
located about 5 km upstream of the constricted region. Two inlets 
inside the sound, Schooner and Boat Openings, connect it with 
Hudson Bay. The water exchange through both openings is minor 
and their effects are ignored [Ingram et al., 1989]. In general, the 
sea ice cover is of the landfast type and forms in early December and 
breaks up in late June. The average ice thickness is about 1-1.5 m. 
At the entrance of the sound, the Great Whale River provides the 
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Fig. 1. Local bathymetry and station location in Manitounuk Sound. 

only major freshwater source. Due to the intrusion of brackish water 
associated with the plume of the fiver and ice melt in spring, the 
sound can be characterized as highly stratified from mid-winter to 
early summer. 

Previous studies have shown that the progressive thinning of the 
pycnocline and increasing salinity of the upper layer with distance 
into Manitounuk Sound are prominent features [Ingram, 1983]. 
Further details about conditions in the sound were described by 
Ingram [1981,1983]. In particular, Ingram suggested that one of the 
sources of denser water for the upper layer was vertical exchange 
near Paint Island (Figure 1). A hydraulic mechanism which may 
increase vertical exchange was recently suggested by Ingram et al. 
[1989]. They assumed that the dissipation of high-frequency internal 
waves, generated at a constriction/sill, could cause upward salt 
transport across the pycnocline. However, their observations were 
taken every 5 min, resulting in an aliased description of the high-fre- 
quency (3-5 rain period) fluctuations present. 

OBSERVATIONS 

Current meters (Aanderaa R CM 4 and R CM 7) were moored at 
stations A, B and C at depths of 1.5, 2.5 and 7.5 m below the 
underside of the ice, and sampled velocity, temperature and conduc- 
tivity every minute from April 14 to May 2, 1989 (Figures ! and 2). 
The distance between the individual stations was 5.2 km, with station 

A upstream of the small island, B at the narrowest section, and C 
downstream of the constriction. CTD (SBE 9) profiles were also 
taken at stations A, J, B, K, C, L, and M (Figures 2 and 3). Both 
accuracy and resolution of current meters and the CFD can be seen 
in Table !. The predicted average tide amplitude was about 2 m 
during the observation period, with the peak value of 3.5 m occurring 
during the spring tide of April 23 (Figure 4). 

CTD profiles showed relatively strong stratification in the sound, 
with the pycnocline at about 2.5-3.0 m beneath the ice cover. Below 
the pycnocline, the salinity increased smoothly with depth. Similar 
to a previous study byIngram [ 1983], near-surface salinity gradually 
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Fig. 3. Vertical profiles of salinity, temperature, and density (ot) for stations A, J, B, K, C, L, and M on April 29, 1989. 

increased from stations A to M, with the largest increase from 
stations A to J and K to C (Figure 2). The smaller depth of station 
J was related to its location in a shallower region near the small 
island. The variations of temperature with depth were quite small at 
all stations. It should be noted that CTD observations were not made 

during spring tide, the focus of this study, because of unexpected 
problems. The average pycnocline depths during spring tide are 

estimated to be about 0.5 m deeper than at neap tide, similar to the 
observations of Larouche [1984]. 

Figures 5 to 7 present the time series of current, salinity, and 
temperature for spring tides. Because the cross-channel velocity 
components were much smaller than the along-sound velocity com- 
ponents, and the expected direction of propagation of the internal 
bores and high-frequency waves were also along the channel, the 

TABLE 1. Accuracy and Resolution of Current Meters and CTD 

Accuracy Resolution 

Aanderaa Current Meter 

Temperature ñ0.05 øC 0.01 øC 
Conductivity ñ0.05 mmho/cm 0.05 mmho/cm 
Direction ñ50 0.40 

Speed 1 cm/s 0.2 cm/s 

SBE 9 CTD 

Temperature ñ0.01øC/6 months 4-0.001øC 
Conductivity 4-0.001 s/m/month ñ0.001 s/m 

Pressure 0.5% of full scale ranse 0.05% of full scale ranl•e 
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Fig. 6. Same as Figure 5, but for station B. 

along-channel velocities will be the focus of our study. Here, posi- 
tive velocities are directed into the sound (NE), corresponding to the 
flood, and negative velocities are directed out of the sound (SW), 
corresponding to the ebb. Tidal currents at 2.5 m (upper layer) and 
7.5 m (lower layer) were generally opposed at station B. However, 
the whole water column at stations A and C moved in the same 

direction. The tidal flow was predominantly semidiurnal. The ve- 
locities at station A were much smaller than those at station B (at the 
constriction) and station C. More variance occurred in the velocity 
signal at the constriction than at stations A and C. During neap tide 
(not shown), the velocity was smaller and less variable at all stations. 

Because of a malfunction in the 2. 5 m-deep current meter at 
station A, no velocity data were recorded. Data at 7.5 m for station 
C were edited to delete a few unrealistic pulses. 

At our observation depths, temperature was in general negatively 
correlated with salinity. The temperature slowly decreased with 
depth. The average temperature and At are listed in Table 2. 

Examining the along-channel salinity field, we found that the 
salinity difference between downstream and upstream stations (AS) 
(Figure 8) was generally positive; however, a slight decrease oc- 
curred at 2.5 m between stations A and B during spring tides. At the 
time scale of the semidiurnal tide, fluctuations in salinity were 
prominent at the upper two observation depths (Figures 5e, 6e and 
7e). At station A, strong drops in S were observed at 2.5 m when the 
tide changed from flood to ebb for both the neap and spring tide. At 
station B, from peak flood to the beginning of ebb, salinity dropped 
steadily at 2.5 m in the initial stages, then increased sharply by about 
60/00 in a few minutes. Strong salinity bores were superimposed on 
the tidal signal. High-frequency variations of salinity were also 
evident in some of the strong bores at spring tides, on the shift from 
flood to ebb. Similar, but weaker, signals were also observed at 
1.5 m. During spring tides at station C, a salinity bore at 1.5 m, 
followed by a drop at 2.5 m, occurred during the flood (Figure 7). 
A fluctuation also appeared in the temperature field but not in 
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Fig. 7. Same as Figure 5, but for station C. 

velocity at 1.5 and 2.5 m. Assuming linear salinity gradients between 
measured levels and conservation of salinity, the computed isohaline 
contours from 1.5 to 7.5 m are shown in Figure 9. The maximal drop 
at station A of 3-3.5 m amplitude occurred at a depth of about 3 m 

during the spring tide and a depth of 2.5 m during the neap tide (not 
shown). At station B, the high-frequency wave signals extended 
from the surface toa depth of 5.5 m during spring tide. The maximum 
high-frequency wave depression dropped from a depth of 2.5 m to 

TABLE 2. The Average Temperature and Ot for Three Stations at Current Meter Depths 

Instrument Depth, m 

Neap Tide Spring Tide 

Station 1.5 2.5 7.5 1.5 2.5 7.5 

Temperature, øC A -0.7 -1.0 -1.1 
B 0.1 -0.9 -1.1 

C -0.8 -0.9 -1.1 

Or, (kg/m 3) A 9.3 15.8 21.7 
B 10.9 16.0 21.9 

C 13.1 17.6 21.8 

-0.8 -1.0 -1.0 

-0.1 -0.9 -1.1 

-0.9 -1.0 -1.0 

12.0 17.0 22.1 

12.6 17.1 22.1 

14.5 19.1 22.9 
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4.5 m. The drop at station C, shown in Figure 9c, spanned from 2.0 
to 6.5 m depth. The vertical salinity gradients were reduced when 
hydraulic drops, bores and solitary waves occurred. 

Similar to the high-frequency internal oscillations in salinity at 
station B, temperature and velocity fluctuations were also observed 
when the upper layer flood decreased and swung to ebb. However, 
the presence of a very small vertical gradient of temperature and 
velocities between 2.5 and 7.5 m during the period of high-frequency 
fluctuations does not allow easy identification of the high-frequency 
signal in both temperature and velocity records. The high-frequency 
fluctuations appeared very much like the decomposition of a bore 
perturbation into a sequence of high-frequency depression waves. 
The periods of the waves were estimated at about 2-6 rain, some 
longer than the values of 2-3 rain suggested by Ingram et al .[1989]. 
The oscillations were in a packet of approximately three to six with 
the strongest arriving first. The oscillations are considered to be 
solitary waves. Their amplitude can also be estimated from the 
equation 

AS 

AMPLITUDE solitoh' OS/o Z (1) 
where AS is the salinity increase due to crest steepening of the wave 
and OS/OZ is the salinity gradient. In our case, the amplitude (crest- 
trough) was estimated at about 2-3 m. Because of abnormally lower 
winter run-off of the Great Whale River during the observation 
period(100 m3/s) in 1989 compared to other years, the stratification 
was weaker than normal. Hence, both hydraulic bore/drop and 
solitary waves may differ during years of stronger fiver discharge. 

Individual bore and solitary wave events were not followed 
between stations. Thus, the data could not provide a measure of the 
phase speed nor the direction in which the wave propagated. In fact, 
it could be only deduced from the data at station B that the propaga- 
tion was mainly in the upstream direction, i.e., towards the entrance 
of the sound. 

INTERNAL HYDRAULICS 

An earlier study of hydraulic theory [Long, 1953] showed that 
one important parameter which characterizes hydraulic control is the 
Froude number: 

(2) 
(r,H) 

where u and H are the flow speed and total water depth. It is 
obvious that the long waves cannot propagate upstream against flow 
when F=i or u=(g/• 1/2, and information about downstream condi- 
tions cannot pass the control where F=i. Hence, the place where F=I 
controls the flow. For two-layer flow, the necessary condition for an 
asymmetrical interface under steady conditions is that the flow be 
subject to the control condition, G2=l [Armi and Farmer, 1986]. 
G is the composite Froude number: 

G 2 ,,F•2+F22 (3) 

where Fi 2- ui2/g'hi, i=1, 2 refers to upper and lower layer, and g' 
is reduced gravity. The Bernoulli equations for two layers in a 
constricted sound are 

w P u• + hi + h2 + -consh (4) 
2g pl g 

w P u22 + Plhl + h2 + -const2 (5) 2g P2 P2 g 

with continuity equations, 

Q1 - ul hi b - const3 (6) 

Q2 - u2 h2 b - const4 (7) 

which are combined to give 

2h•2b2 g +hi+h2 + • - consh (8) Pig 

__ P Q2 2 + pl hi+h2 + - const2 (9) 
2h22beg P2 p2g 

where b, Qi and p are the width, discharge and density in the sound. 
P is the pressure at the surface and const/(i =1,2,3,4) are constants. 
Differentiating equations (8) and (9) with respect to the flow direc- 
tion x, and combining them together, we have 

-u• 2 dh• __• dh2 1 db u2 2 _•) + p2-p, sh, + sh: + - s- p: -o 

If hi +h2=H=const, (10) becomes 

dhl • db (u•2 - u22 ) (11) s't, 
It is apparent that the flow can be critical (G2=1) when db/dx=O (i.e., 
at the constriction). The control when ul=u2 is called a "virtual" 
control, which does not occur at a minimum area section [Armi, 
1986]. Similarly, the control condition for flow over a sill is 

dlq (i_G 2 ) - 2 dh (12) 

and the critical flow occurs when dh/dx=O (i.e., at the sill crest). The 
parameter, h, is sill height and H=hl+h2+h--const. For the combina- 
tion of a sill and constriction, equations (11) plus (12) should be 
considered at the same time. The composite condition is given as 

• _•__ _ F 2dh dhl 1 db (u•2 u22) + 2• (13) 0-G2) ax s't, ax 
Obviously, the control here is a virtual control. More details are 
given by Arrni [1986]. If the flow is subcritical upstream (G 2 < 1) 
and critical at the sill or narrowest section, it will be supercritical 
(G 2 > 1) downstream of the sill or narrowest section. Supercritical 
flow downstream can be matched to the subsequent subcritical flow 
by the presence of an internal hydraulic bore or jump. As shown in 
the data, Manitounuk Sound stratification can be approximated by 
a two-layer representation. To calculate Froude numbers during a 
tidal cycle, the positions of the interface are estimated by tracing the 
S=24 %o contours (cubic spline fitted). The current speed is taken 
from nearby current meters above or below the interface. Figure 10 
shows the internal Froude number at stations B and C throughout 
the tidal cycle, corresponding to the time series in Figures 6 and 7. 
Froude numbers at station A were dose to zero over the tidal cycles. 
Values of Froude numbers were averaged over 12 min intervals to 
delete high-frequency fluctuations. For the three stations, F22 was 
approximately equal to zero because of the deep lower layer. Con- 
sequently, composite Froude numbers G 2 were dominated by the 
upper layer Froude number (i.e., G 2 ,• F•2). The time dependence of 
G 2 implies that the hydraulic control along the sound varied during 
a tidal cycle. Two events approaching critical (G2=l) or even super- 
critical flow occurred at station B during maximum flood (inflow of 
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Fig. 10. Time series of composite Froude number at (a) station B and (b) station C on April 24 and 25, 1989. The composite 
Froude number at station A was dose to zero. 

upper layer). Supercritical flow also occurred at station C, just after 
maximum flood, and may indicate a control downstream of the 
narrowest section, as will be discussed subsequently. 

Based on the time series of Froude numbers along the sound as 
shown in Figure 10 and two-layer hydraulic theory, the correspond- 
ing side and plane view of the two-layer hydraulic control flow 
through the constriction and small island are shown in Figure ! ! for 
spring tide. Three possible interface configurations at different 
stages of the tide are explained as follows. Our aim is to explain the 
periodic bores (or drops) and interface tilt along the sound (Figures 
5, 6, and 7 or 9). 

Case 1 shows conditions two hours before maximal flood. The 
critical condition occurred at the narrowest region with subcritical 
conditions at both stations A and C. Just downstream of station B, 

supercritical conditions were highly likely because of the effects of 
constriction control [Gan, 1991]. As the flow approached F•2> 1, 
the interface rose. After the flow passed the region of F•< 1, the 
bore was generated. The corresponding bore can be found at station 
B (Figure 6), which resulted from upstream propagation as the flood 
tide weakened and turned to ebb. The bore might not occur at the 
constriction during the ebb because bores were not observed at 
station B during the following flood. 

Case 2 corresponds to the condition at maximal flood. Supercriti- 
cal conditions occurred at station C. Since the flow upstream was 
subcritical, there must be a continuous transition from subcritical to 
supercritical flow downstream. The one hour lag between the time 
of critical flow at station B and supercritical conditions at C suggests 
a critical condition might occur between stations B and C (Figure ! 
and 11) instead of at B. This resulted from the control at the 
narrowest section which could have caused the upper layer down- 
stream to approach critical conditions by shallowing the upper layer 
asymptotically. A corresponding bore was generated near station C 
(Figure 7). The shallower interface near station C resulted in a bore 
at the 1.5 m level instead of at the lower level. At the downstream 
side ofthe small island near station A, the slope of the sill-like feature 

greatly reduces the total water depth to less than 10 m near the island. 
During the flood, the shallow area near the island might have 
increased F• dramatically, and hence generated critical and super- 
critical flow. When the flow matched subcritical flow downstream, 

the drop was generated. Relaxation of flooding allowed the drop to 
move back upstream. The flattening of the drop trough at station A 
(Figure 5) implied that the pycnocline was dose to the bottom. A 
drop was also generated during the ebb, west of the island (case 3). 
However, a much weaker drop signal in station A implied that this 
ebb-drop (generated during ebb) did not pass, but only came close 
to station A. The drops shown at 2.5 m depth at both stations B and 
C (Figures 6 and 7) can be thought of as downstream propagation 
of an ebb-drop (during ebb) from station A when the tide slackened 
and turned to flood. Time series observations of the internal drop as 
it travelled downstream showed that it always arrived at about the 
same tidal phase for both station B and C. If we approximate the 
bore propagation speed by the phase speed of a nonlinear wave (see 
next section), the time when the drop appeared at station B was equal 
to the arrival time of the drop propagating from station A. However, 
the propagation towards station C from B might take a longer time, 
since the subsequent ebb would reduce the travel speed of the drop. 
Since drops were generated upstream where the interf•}:• .was 
deeper, they were more apparent at 2.5 m, closer to the there. 

At the beginning of the ebb (between cases 2 and 3), there •were 
no controls along the sound. The bores generated downstream during 
cases 1 and 2 were passing through station B by this time. Some of 
the bores were modified to form a high-frequency internal wave train 
propagating continuously upstream, as will be discussed in the next 
section. 

It should be noted that the bore was generated when the upper 
layer flow moved towards the supercritical region (i.e., decreasing 
upper layer depth hi), and the drop occurred when the lower layer 
moved towards the supercritical region (i.e., decreasing lower layer 
depth he). 
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Fig. 11. Plane and side view of four possible interface configurations in the Manitounuk Sound during spring tide, for different 
stages of spring tide. 

Conditions for the two supercritical flows (case 2) are similar to 
those for maximum exchange flow [Armi and Farmer, 1987], since 
disturbances at the interface cannot propagate through the region 
between these two supercritical flows from outside or inside. The 
exchange rate between the two bounding supercritical flows is 
maximal under such circumstances. Therefore, hydraulic processes 
depend only on the conditions between the two bounding supercriti- 
cal areas. However, both cases 1 and 3 give submaximal exchange, 
and will always be influenced by one of the reservoir conditions 
[Armi and Farmer, 1985]. 

The continuity and energy equations (equations (7) and (10) of 
Armi and Farmer [1986]) in which the flow is parameterized in 
terms of the internal Froude number for each layer, are used to 
diagnose the possible critical states near the narrowest section. The 
possible pairs of F• and F• from both continuity and energy equa- 
tions during a tidal cycle are averaged to get the general result 
(Figure 12). Figure 12 shows that the flow-rate line intersects the 

the small island are required. There are also a number of complica- 
tions that have not been included in our discussions, for example, 
additional geometrical factors, frictional effects, under-ice keels and 
possible convergence or divergence of the flow. 

GENERATION OF INTERNAL SOLITARY WAVES IN THE SOUND 

Figure 6 and the expanded time series plots (Figure 13) demon- 
strate dearly the presence of high-frequency internal solitary-like 
waves in a disintegrating bore at station B, 30 min after the tide 
turned from flood to ebb. Significant density changes took place 
within a relatively small time interval. Fluctuations of both salinity 
and temperature were quite large for the leading wave. The maximal 
peak-trough amplitudes and wave period are listed in Fable 3. In a 
continuously stratified fluid, water movements are not limited to this 
range of amplitude but extend through the water column above and 
below the pycnocline. As seen in Figure 13a, the water parcels 
dropped sharply to about 6 m depth, which caused the isohaline 

critical line, Ge-F?+F½- 1, at F? •, 1 and F]<< 1, which is con- .compression in front of the solitary wave. 
sistent with the analytical results above. There are two solutions for 
the energy equation, with one of them coinciding with the continuity 
equation solution. The other solution predicts no control but superø 
critical internal Froudeonumber pairs, which is obviously not the 
case in the sound. 

The theoretical results, both for bore generation and interface tilt, 
are in good agreement with observations. It is important to keep in 
mind that the control condition was dominated by the upper layer 
flow due to the deep lower layer except near the island. However, it 
should also be noted that the small island near station A may have 
more effect on the hydraulic characteristics in the sound than those 
discussed above. For further understanding, more observations near 

The generation mechanism of these solitary waves was ascribed 
to the upstream propagation of a bore at the start of the ebb. This 
bore, characterized as a stepwise variation of the isohaline level, was 
generated during the flood tide downstream of the hydraulic control 
(discussed in section 3). During the upstream propagation of the 
bore, a packet of solitary waves evolved from the bore due to 
nonlinear effects. In particular, the nonlinearities increased rapidly 
at the narrowest section, as found by Grimshaw [1978] for his 
variable-coefficient KdV model and Farmer's [1978] observations 
in Babine lae. Our data show that the transition of the bore 

appeared very much like the decomposition of a stepwise perturba- 
tion into a sequence of solitons, which is quite similar to the 
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observation of a bore in the Caspian Sea by Iranov and Konyaev 
[1976], and the laboratory results of Baines [1984]. The numerical 
simulation of the decomposition of a smoothed "step" into solitons 
has also been studied by Lee and Beardsley [1974]. The waves in 
the sound occurred as a depression of the streamline, as expected for 
the stratification in the sound. 

From station B data, the soliton was decomposed from a stepwise 
variation of the isohaline level. The procedure is illustrated in 
Figures 13 and 14. The corresponding velocity signal would either 
jump or drop, depending on the velocity at the upper layer, since the 
wave was a depression wave. A schematic showing how a localized 
initial wave form or bore, q(x ,0), evolved into a group of solitons 
is presented in Figure 14. Following the solitary waves, there was 
evidence of other nonlinear events (e.g., bores) which originated 
near station C. Although the available data extended over 2-3 weeks, 
the solitary waves occurred only during the spring tide period and 
at the beginning of ebb. As shown in Figure 4, spring tides began on 
April 21, reached their peak on April 23 and 24, then started to 
decrease on April 26. The corresponding solitary wave generation 
occurred during this period, probably because of the weakened 
stratification due to velocity shear induced mixing. As discussed in 
section 3, the stronger flow during the spring tide resulted in super- 
critical flow, which favored the formation of stronger bores and 
hence solitary waves. 

Three sets of solitary wave packets from our observations will be 
discussed in the next section. 

THEORETICAL MODEL FOR INTERNAL SOLITARY WAVES 

Interface depth was about 3m at station B. A linear wave phase 
speed of 0.54 m/s can be estimated using two-layer internal long 
wave theory. Since the observed wave period is about 3-6 rain, the 
shortest horizontal scale of the wave must be of the order of 97- 

194 m. Thus, the wave appeared to be long with respect to the tolal 
depth. At the same time, we have h/H<3, (H=43 m), so that the 
shallow water approximation, and, hence the KdV equation, is valid 
in our case. 

In terms of the undisturbed density distribution, p(z) and the 
stream function perturbation, Benny's [1966] analysis yielded a 
KdV type equation of first order in amplitude, similar to 

At +Co A• +pAA,• +6A,• = 0 (14) 

In equation (14), the subscript denotes differentiation, t is time, x is 
horizontal position and Co is a linear long wave speed. The vertical 
displacement amplitude is 

n-A (x,t) •p (z) (15) 

where A is the amplitude of the vertical displacement, and $ (z) is 
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Fig. 13. Expanded time series plots of salinity fluctuations at station B on April 24, 1989. (a) Computed isohaline contours based 
on an interpolation of observations at discrete depths. (b-d) Data at 2.5 m for station B. The dashed line is the low pass filtered 
data sei for each series. 

the modal function, which will be defined subsequently. The solu- 
tion to the eigenvalue problem [Gear and Grimshaw, 1983] is 

(P0 (Co -Uo )2 *z )z + poN2* - 0 0<z <J-/ (16) 

- o ('17) 

- o (c0 -u0 )2 -H 

The fluid is bounded below by the seafloor at z ---0 and above by a 

rigid ice •over at z --h (Figure 15). Parameters po(z) and U0(z) are demi ty 
and velocity, respectively. N2(z)=(-g/po)(Opo/Oz) =-(op0)'•p0z is the 
Brunt-Vaisala frequency. Here, o is small in the Boussinesq approxi- 
mation. The number p is zero or 1 according to whether the upper 
boundary is rigid or free, respectively, and is equal to zero in the 
ice-covered sound. The coordinate system is shown in Figure 15o 
The linear wave phase speed Co is obtained from equation (16), and 
the coefficients in the KdV are given by 

TABLE 3. Observed Solitary Wave Period and Amplitude 

Series Date Time Period, min Amplitude, m 
1 

2 

3 

4 

5 

6 

Mean value 

April 21 

April 23 

April 24 

April 24 

April 25 

April 26 

0948-1036 

1050-1126 

1118-1224 

2326-0028 

1140-1201 

O002-0038 

3.2 

5.1 

6.0 

4.0 

4.6 

3.0 

4.2 

1.2 

2.1 

1.9 

2.2 

2.2 

1.8 

1.9 
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where C=Co+C1, Cl=(1/3)!xa, L 2a=126/!x, a is the soliton amplitude, 
and L the length scale of the wave. The solution for the KdV is 
A(x-ct)=aSech2(x-ct). Since Uo(z) was very small when solitary 
waves occurred, it is neglected in our model. The situation with a 
critical level (Co(z)=Uo(z)) has been discussed by Liu and Benny 
[•98q. 

We first approximate the density profile, for simplicity, as a 
two-layer model (Figure 15). The steady state solitary wave solu- 
tions, with upper and lower depth hi and h2 and density pl and p2, 
are [Osborne and Burch, 1980] 

Co - (g'hlh2 /H )• (21) 

•.. 3Co(h2-ht)/2h2ht (22) 

(23) 

c= Co - a•/• (24) 

L- (_•2•/..)v• (25) 

By using the values in Tables 3 and 4, Figure 16 shows the parameter 
values associated with both first- and second-order KdV for a two- 

layer fluid [Gear and Grimshaw, 1983]. In order to compare the 
model with observation, wavelength is defined by the point at which 
the displacement has dropped to 10% of the maximum, or •.--3.6L, 
as Holloway [1987] suggested. The observed wave periods were 
estimated from the salinity oscillations corresponding to the defini- 
tion of wavelength. 

In Figure 16, C/Co is about 1.2, so that the nonlinear correction 
to the linear phase was large. However, the calculated wave periods 
do not agree well with observations for the first-order model. Based 
on experimental results in a two-layer fiuid,Koop andButler [1981] 
concluded that the first-order theory was valid for wave amplitudes 
such as e = a/hi < 0.2. The inclusion of second-order nonlinear terms 

extends the useful range of the two-layer KdV theory to wave 
amplitudes of e=0.8. In our case, the e were 0.7, 0.7, and 0.6 for the 
three leading waves, respectively, as shown in Table 4. Therefore, 
it is necessary to have a second-order term correction in the two- 
layer KdV model. The results show that the second-order correction 
is significant, as seen in Figure 16. The correction to phase speed is 
nearly the same size as the first-order correction but opposite, 
according to the results of Sandstrom and Elliott [1984] and 
Holloway [1987]. Hence the second-order phase speed was approxi- 
mately the same as the linear phase speed. When the second-order 
nonlinear term is included, the two-layer model is quite adequate to 
describe solitary waves in the sound. 

To further understand solitary waves and the relationship be- 
tween the density structure and wave solutions, internal waves at the 
pycnocline of a continuously stratified fluid were examined. A 
hyperbolic-tangent density profile is used to approximate the con- 
tinuously stratified case [Kao et al., 1985] 

p(z)- p0(1 -roTanhot (z -h2)) (26) 

where p0=0.5(pl+p2), m=(p2-p0/2p0, z is the vertical coordinate 
(Figure 15), and ct 'l is a representive half-depth of the pycnocline 
thickness (Figure 17). Here, pl and p•. have same value as in the 
two-layer approximation. By solving equations (16), (17), and (18), 
we can find the solution for the modal function •(z). This eigenvalue 
problem is solved numerically in a normalized coordinate with z--O 
at the bottom and z=43 m at the top. According to Kao et al, [1985], 
the lowest eigenfunction mode has a maximum phase speed at the 
interface and corresponds to the interfacial internal wave, while the 
next mode corresponds to the "bulge-type" wave. It is shown that 
the higher-order modes have phase speeds much smaller than the 
speed of the leading wave. In our case, the second-mode speed in 
group 4 of Table 3 is 0.4 m/s less than that for the first mode and 
does not satisfy our observations. For comparison, the second-mode 
eigenfunction on April 24 (group 4) is also presented in Figure 18. 

ICE 

hi __ __ __.•--•'• •..... */-T'•"'• INTERFACE 

h2 

ha-'r/2 h2*v/I 

..... .'• ........... ,t... ........... 
?///// ////// / / / / / / / / / 

Fig. 15. The coordinate system for KdV. 
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The eigenfunctions for groups 5 and 6 are similar to group 4. With 
zero-order eigenfunction •z) and solid surface, but without consid- 
ering mean flow, the •t and 6 in equations (19) and (20), and hence 
C and L of the solitary wave, can be solved. 

Using the values in Tables 3 and 4, Figure 16 also presents the 

corresponding solitary wave parameter values for two hyperbolic- 
tangent density profiles. Two different density profiles used in the 
model for group 4 and the profile on April 29 are plotted in Figure 
19. The shape of the density profiles used for groups 5 and 6 was 
quite similar to that for group 4. 

TABLE 4. The Layer Depth, DensiF, and Parameter 8(a/hi) for Three Series 

Series hi, m h2, m Pl, Kg/m 3 02, Kg/m 3 
3.0 40. 1010.66 

3.0 40. 1011.30 

3.0 40. 1012.76 

1022.04 

1022.36 

1022.07 

0.7 

0.7 

0.6 
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Fig. 17. Typical hyperbolic-tangent density profile. 

The results for the continuous stratified case in Figure 16 compare 

reasonably well with our measurements. The ATp (the difference of 
observed and calculated periods) in solitons group 4 and 5 is gener- 
ally small, especially for hi=3 m, ct'l=l.5 m. However, ATp in group 
6 is larger when hi=3 m and ccl=l.5 m than when hi=2 m and 
col--1.0 m. This implies that the pycnocline might be thinner and 
shallower (i.e., smaller ct 'l and hi) at this time. In fact, soliton group 
6 occurred just after the peak spring tide. The tidal range was about 
0.5 m smaller than the peak value. The relatively smaller shear and 
hence weaker mixing might have caused a shallower pycnocline. If 
neap tide density profiles am applied, C--0.39 m/s, •,--474 m, which 
are far from our observation. This implies a difference in density 
profiles between spring and average tides. It should be noted that we 
did not include the second-order term in the continuously stratified 
KdV. Thus, wave periods from the first-order continuous stratifica- 
tion KdV may be even closer to the observed values than the 
second-order KdV equation. Kao et al. [1985] also found that 
quantitative results of the continuously stratified model were sub- 
stantially different from those of the two-layer model for all impor- 
tant wave parameters. Indeed, the critical value of • over which the 
second-order nonlinear term must be considered seems to be larger 
for the continuous stratification model than for the two-layer case in 
Kao's results. By comparing several model results in Figure 16, one 
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Fig. 18. Shape of eigenfunction •z) for (a) hi=3 m, c(1=1.5 m on April 24, 1989, (b) for h1=2.0 m, c(1=1 m on April 24, 
1989, and (c) for density profile on April 29. 
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finds that both the continuous density model and the second--order 
two-layer underpredict the wave period. The continuous density 
model has a larger phase speed and a longer wavelength than the 
two-layer model. All agree quite well with observations. 

Since the solitary wave phase speed was larger than the general 
background flow speed, the waves will propagate continuously 
upstream of station B, as mentioned before. Because the wave speed 
is proportional to the amplitude (equation (24)), the leading wave 

with the largest amplitude travels the fastest. The second soliton had 
the second largest amplitude, and so on. The waves gradually 
separate from each other when they propagate further upstream 
because of their different speeds. To address this problem, a time 
dependent KdV model, with the bore as an initial condition, needs 
to be used. The propagation speed of the bore from station C to B 
can be estimated as 0.4 m/s, which is close to the calculated solitary 
wave speed. In other words, the propagation of a bore is also 
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Fig. 20. Time series of Richardson number for stations A, B, and C. The vertical axis is "log" scale. 

governed by nonlinear effects. Note, we have already taken into 
account the effects of background flow. 

MDCtNO IN THE SOUND 

As discussed in section 2, salinity generally increased from 
station A to C at the 1.5 m level and from station B to C at the other 

observation depths. Horizontal advection of higher salinity water 
from outside of the sound which could cause these salinity distribu- 
tions along the sound was assumed negligible. In this section, the 
following mechanisms, which might contribute to the salinity re- 
gime along the sound, will be considered. 

1. Strong velocity shear at the narrowest section of the sound 
could generate a Kelvin-Helmholtz shear instability. 

2. Critical and supercritical flow during the flood may result in 
intense mixing regions which would be advected upstream when the 
tide turned to ebb. 

3. Dissipation of the solitary waves and bores transferred their 
energy into mixing. 

In steady and laminar flow, stability can be measured in terms of 
the gradient Richardson number, Ri, defined by 

Ri g øP/oz P (ou/oz)2 (27) 
where u is the horizontal velocity, z the vertical coordinate upwards, 
and p the density. Miles [1961] showed that the condition for stable 

flow was Ri > 1/4 in the presence of small disturbances. When 
Ri < 1/4 at some level in the fluid, the flow is not necessarily 
unstable. However, many examples of simple shear flow [Miles, 
1963] did become unstable for some disturbances whenever 
Ri < 1/4. The unstable flow often occurs near the region in which 
02u/02z changes sign. 

An examination of Ri variability at stations A, B and C over a 
tidal cycle during the spring tide is shown in Figure 20. The Ri at 
station C is averaged in every 3 rain to delete high-frequency noise. 
Ri at station A was generally large, and the fluid relatively stable. 
The smallest Ri at stations B and C were reached when the flow at 

the upper and lower layers had maximal velocity for both stations. 
The Ri here were calculated from related values at 2.5 m and 7.5 m 
and do not include smaller scale features. 

The bores which formed near stations B and C affected the mixing 
processes in the sound because they deformed the basic flow and 
might have induced large velocity gradients locally. As a result, the 
Ri and the stability of the flow would be reduced drastically. The Ri 
for the two-layer case can be expressed as 

hi +h2 

Ri--g' (u2-u 0 2 (28) 
According to the definition of composite Froude number (7 2 (equa- 
tion (3)), the internally subcritical flow is satisfied with the stable 
condition, or when iJ 2 < 1, Ri > 1/4. An instability is possible in the 
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Fig. 21. Richardson number at station B in the velocity shear (0u/0z) and density gradient (gOp/pOz) 
plane. Pluses refer to Ri during ebb, and negative sign refers to flooding. 

region with higher composite Froude number. In our case, the bores 
were formed near stations B and C when the flow was supercritical. 
The critical flow at station B occurred simultaneously with the 
lowest Ri (Figures 11 and 20), although there was only a trough of 
Ri for supercritical flow at station C. However, the smaller Ri should 
be upstream of station C, that is, upstream of the bores according to 
Lawrence [1985] and Rajaratnam and Subramanyan [1985]. The 
increased separation of isohalines observed at stations B and C when 
bores, drops or supercritical flow were present (Figures 9b and 9c) 
also implies increased vertical mixing at these times. In a quantita- 
tive sense, we can calculate the critical velocity shear by using the 
time-constant hyperbolic-tangent density profile similar to before. 

(O•zz)•tica] 16gat• .)4 (29) ' ('(1-manhaz) (eo= +e-ø=) ' 
Substituting the parameters for lowest Ri, the (Ou/Oz)•u•] is about 
0.16 s 4 at the mid-pycnocline. If Ou/Oz < (Ou/Oz)•u•,], the flow is 
stable. On the other hand, the density gradient also influences Ri. 
The relationship between the velocity shear Ou/Oz and density gra- 
dient gOp/pOz is plotted in Figures 21 and 22 for stations B and C, 
respectively. Figure 21 shows that most of the Richardson numbers 
ranged over 0.25 < Ri < 0.5 with smaller Ri during the ebb. Most of 
the Ou/Oz at this Ri range were larger than 0.1 s 'l, which agrees well 
with the critical value calculated from the hyperbolic-tangent density 
profile. Although the density gradient increased rapidly when 0u/0z 
> 0.13 s 'l, the strong shear effect still dominated Ri numbers and 
kept them below 0.5 during the ebb, during which a bore was 
observed at station B. Most Ri ranged between 1 and 0.5 during the 
flood, due to the weaker shear flow. At station C (Figure 22), small 

Ri occurred during both flood and ebb when the vertical density 
gradient was small. Ou/Oz was smaller compared to station B, and 
hence Ri was larger. 

Figure 8 showed a salinity difference between stations B and A. 
At the 1.5 m level, salinity increased from station A to B. However, 
the negative (SB-SA) during spring tides at the 2.5 m level suggests 
that a saltier water source might exist between stations B and A at 
this level and be advected to station A during the ebb. Comparing 
data of station A with station B, one finds that solitary-like waves 
and bores were dissipated between these two stations during each 
tidal cycle. We expect that part of the dissipated energy both from 
bores and solitary waves would increase the potential energy of the 
fluid. Adopting the method used by Sandstrom and Elliott [1984], 
the energy dissipation can be roughly estimated as follows: for a 
soliton, the total energy is calculated from Es=(4/3)gApa2•.. With 
a=2.2 m, ),.=131 m and AO=11.1 kg m '3 in our case, Es was 
1.3x105J/m of crest length. According to Osborn [1980], only 
15-20% of energy per unit length would be transferred into an 
increase of potential energy of the water column. If one assumes that 
the wave propagation speed was constant and dissipation 1-5 km 
away from station B, it can be shown that an increase of mixed layer 
depth of about 0.03-0.3 m resulted during the wave dissipation 
period according to A(PE)=l/2g'ohffAh O. It is obvious that if the 
dissipation distance was less than 1 km, the increase of mixed layer 
depth would be larger than 0.3. Since a packet of solitons consisted 
of three to six single waves, the soliton energy available for increas- 
ing the potential energy of the water column would be larger. 
Similarly, based on Su's [1976] model, the energy loss of an indi- 
vidual bore (the bores which did not decompose into soiltons) from 
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Fig. 22. Richardson number at station C in the velocity shear (au/az) and density gradient (gap/paz) 
plane. Pluses refer to Ri during ebb, and negative sign refers to flooding. 

station C during the flood to a region between A and B during the 
ebb was about 5x105 J/re. This seems quite close to the total energy 
of five solitary waves in the sound. We can therefore argue that the 
solitary waves and the following bores resulted in increased mixing 
as they dissipated between stations B and A. 

It should be noted that vertical mixing was enhanced in the area 
where the solitary waves were observed according to the increased 
separation ofisohalines in Figure 9b. This saltier water was advected 
upstream with the ebb. 

CONCLUSIONS 

Flow through a horizontal constriction and around sill-like island 
in the sound is studied based on two-layer hydraulic theory. The 
observed asymmetry and rapid transition of the interface depth are 
well explained in terms of the hydraulic characteristics of the flow. 

Although both the sill-like island and constriction influenced the 
hydraulic characteristics along the sound, the constriction (bore 
generation) had more effect on the upper layer and the sill-like island 
(drop generation) on the lower layer. Controls on flow exchange 
varied with tidal phase. Both island and constriction controlled the 
flow during the tidal stage of case 2, but only one of them controlled 
the flow for cases i and 3. Therefore, tidal forcing is crucial to 
hydraulic control. However, the whole system, which contained 
internal bores, drops and solitons along the sound, may be unsteady 
most of the time and can be regarded as quasi-steady only in certain 
regions. The steady flow may only occur during the maximum flow 
(supercritical flow) near the control region [Geyer, 1990]. Although 
the steady hydraulic theory is used to describe hydraulic controls 
near the constriction during the maximum flow, the time dependent 

problem should be introduced to solve the entire problem. As 
indicated by Bryden [1991], "unless this is done, the dose agreement 
of the steady models with many important aspects of the strait will 
remain a puzzle". 

To understand both development of bores (drops) and generation 
of the solitary waves, it is necessary to link the studies of hydraulics 
and nonlinear waves. Our analysis shows that solitary waves were 
generated from the upstream propagating bores. The consequence 
of hydraulic control is one of the preconditions for solitoh genera- 
tion. Comparisons of several KdV models in terms of different 
stratification approximations reveal that the KdV model is sensitive 
to the stratification chosen. The continuous stratification model 

should be more suitable in explaining the nonlinear wave field. Since 
density profiles varied dramatically both in time and space, the 
estimated values ofh•, h2 (both for two layer and continuous models) 
and ct '• will create a deviation between model results and observa- 

tion. In fact, the density change will modify the linear wave speed 
Co in equation (16), nonlinear coefficient !x and dispersion coeffi- 
dent 6 in equations (19) and (20). This may, in turn, explain why 
some bores decomposed into solitary waves and others did not. 

The mechanism for mixing along the sound is the combined effect 
of Kelvin-Helmholtz instability, internal bores and solitary waves. 
The region of critical and supercritical upper layer flow, the presence 
and dissipation of the solitary waves and bores were the major causes 
for the along-channel salinity distribution over a semi-diurnal tidal 
cycle in the sound. 
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