The following results may or may not be used in the final exam.

. For multivariate linear regression model: The LSE is 3 = (2'Z)"'Z'Y. The estimator of ¥ is
S=1/(n—r—1)é¢, where ¢ =Y — Zf is n X m matrix.

By = By ~ MN(0, 05;(2'2)7")
where oy is the (k,1)-th element of the m x m matrix X, which is the variance of the error.
(B = Bip)) (Z'2)(B) = Big) 35 ~ (0 + DFrgt norn

where sy is the (k,1)-th element of S.

For prediction,
Yo — Bz ~ 1\41\7(07 1+ zé(Z’Z)’le))

T2 = [(B - ﬁ)/ZO]/ S_l [(B — ﬁ)/ZO] N m(n —r - 1)
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Confidence region for §'zy = E(Yy) at confidence level 1 — a:
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. Simultaneous confidence intervals for ﬁék)zo = E(Yox),k = 1,...,m at (nominal) confidence level
1—a:
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for Biyy20 0 B(py20 ( Fm’n,r,m(a)z{)(Z’Z)_lzoskk) s k=1,...,m.
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. Suppose X ~ MN(u,Y%). Then, the k-th (population) principal component is a linear combination
of X with the coefficients being ey, and variance being A, where (A1, e1), ..., (A, €,) are eigenvalue-
eigenvector pairs of ¥ such that Ay > ... > A,.
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where
A1
A=

. The population canonical variates (U;, V;) are

U, = e221711/2)((1) Vv, = f{Z;;/QX(Z),

)

pi = corr(U;, V;),

where
(p%v el)a EE) (/)12)7 ep)

are the p eigenvalue-eigenvector pairs of the p X p matrix 21_11/ 221222_21 22121_11/ % such that pr >
R pf) > (0. Moreover, let f, = 1/pk22_21/222121_11/2ek7k =1,...,p. Then,
(p% f1)7 R (p]237 fp)a (07 fp+1)7 ) (Oa fq)

are g eigenvalue-eigenvector pairs of the ¢ X ¢ matrix 22_21/222121_1121222_21/2



5. The matrices of errors are

T p
Sy — Zé(i)(é(i))’ — Z a® @y
i=1

1=r+1

Soy — Zb(l (b)Y’ Z b (b®Y

=1 i=r+1
Sps — ZP a0 By Z 52 (b))
=1 i=r+1

where
Al =Sl e,) = (aWi. . a®)
B = SR i) = (B0 BO),
6. The expected cost of classification is
ECM = c(2[)p(2Dp1 + c(12)p(1[2)p2

and the optimal classification rule which minimizing the ECM has

(A )
B= {5 2 )

and Ry = RS. If f1 is the density of MN(u1,X) and fy is the density of M N(us2,X). Then, the
optimal classification rule

C(1|2)p2]}

— 1 -
R, = {x D = p2)' S e = S (= p2) 2 (o p2) > 1O‘g{c(2|1)101

2
and Ry = RY.



