Multiple translational temperature model and its shock structure solution
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I. INTRODUCTION

The hypersonic rarefied gas flow is characterized by the large region of translation nonequilibrium. For the Navier-Stokes equations, the random translational energy is usually modeled by a single gas temperature. In order to capture the translational nonequilibrium and compare it with the direct simulation Monte Carlo (DSMC) solution, many continuum models have been proposed. More than 20 years ago, based on the molecular dynamical simulation, Holian et al. [1] qualitatively evaluated the different temperature profiles, from which Holian conjectured that the viscosity and heat conduction coefficients in the shock layer should depend only on the temperature perpendicular to the shock front, which is higher than that in other directions. Based on Holian’s conjecture [2], an excellent improvement between continuum model and MD simulation of Salomons and Marechal [3] was obtained. Based on the Boltzmann equation, Candler et al. have formulated hydrodynamic equations up to the Navier-Stokes order with translational nonequilibrium in the shock structure calculations [4]. Even with multitranslational temperatures, as observed by many researchers, the Navier-Stokes equations of the classical hydrodynamics are still incapable of accurately describing the nonequilibrium wave phenomena. For example, the Navier-Stokes solutions present a thin shock thickness in comparison with the experiment’s measurement. In order to improve the Navier-Stokes solutions, much effort has been spent on the construction of higher-order hydrodynamic equations, such as the Burnett and regularized Grad’s solutions [5–8]. However, the implementation of a multiple translational temperature model in the Burnett or extended hydrodynamical equations has not been done yet. In this paper, we develop a multitranslational temperature kinetic model and use the gas-kinetic scheme [9] to obtain its shock structure solution.
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same source term constructed by Candler et al. [4] in their extended Navier-Stokes equations based on the Boltzmann equation.

Starting a nonequilibrium gas distribution function \( f \) for a monatomic gas, the particle collision will drive \( f \) to \( g \) and \( \bar{g} \). It is hard to distinguish the process from \( f \) to \( g \) or from \( f \) to \( \bar{g} \). In terms of the particle collision time, they should be the same for the translational nonequilibrium. Therefore, for the monatomic gas we can construct a generalized BGK model for the translational nonequilibrium

\[
f_t + u f_x = \frac{1}{2} \left[ \frac{g - f}{\tau} + \frac{\bar{g} - f}{\tau} \right],
\]  

where \( f \) is the real gas distribution function, and \( g \) and \( \bar{g} \) are the corresponding Maxwellians defined above. The use of the weight function \( 1/2 \) in the above model is due to the following consideration. For any kinetic model for capturing multiple translational temperature, one basic requirement is that the averaged temperature, such as \( T = \frac{1}{3} (T_x + 2T_y) \), should go back to the same temperature as that in the single-temperature BGK model [11]. Taking moments \((u-U)^2, v^2\) and \( w^2 \) on Eq. (4), we can obtain the temperature evolution equations in individual directions. Putting them together and using the condition \( 3T = T_x + T_y + T_z \), we can also get the evolution equation for the averaged temperature \( T \)

\[
(\rho T)_t + (\rho U T)_x = (\rho T^\alpha - \rho T)/\tau,
\]

This is the same temperature evolution equation from the original BGK model. Therefore, the model (4) with a simple weight function is a natural extension from one to multiple temperatures.

FIG. 1. Computed normalized density and temperatures for a Mach 1.2 Maxwellian gas shock wave. The DSMC solution is from Candler et al. [4].

FIG. 2. Computed normalized density and temperatures for a Mach 2.0 Maxwellian gas shock wave.
The mass \( \rho \), momentum \( \rho U \), total energy \( \rho E \), and thermal energy \( \rho E_r \) in the \( y \)- and \( z \)-directions are the moments of \( f \)

\[
W = \begin{pmatrix}
\rho \\
\rho U \\
\rho E \\
\rho E_r
\end{pmatrix} = \int \psi f dudv dw,
\]

where \( \psi \) has the components

\[
\psi = \left(1, u, -\frac{1}{2}(u^2 + v^2 + w^2), \frac{1}{2}(v^2 + w^2)\right)^T.
\]

Since only mass, momentum, and total energy are conserved during particle collisions, the collision term in Eq. (4) satisfies the condition

\[
\int \frac{1}{2} [(g - f) + (\bar{g} - f)] \psi f dudv dw = S = (0, 0, 0, s)^T,
\]

\[
\alpha = 1, 2, 3, 4,
\]

where the source term \( s \) is modeled as \( s = \rho R(T_y - T_z)/3 \).

In order to validate the above model, the numerical method developed in Ref. [9] is used to solve Eq. (4). This is a finite volume method

\[
W_j^{n+1} = W_j^n + \frac{1}{\Delta x} \int_0^{\Delta t} \left[ F_j - F_{j+1/2} \right] dt + S_j^n \Delta t,
\]

where \( W_j^n \) is the cell-averaged mass, momentum, total energy, and the thermal energy in the \( y \)- and \( z \)-directions, and \( F_{j+1/2} \) is the corresponding fluxes at a cell interface by solving Eq. (4). Note that \( \Delta t \) is the time step \( \Delta t = t^{n+1} - t^n \), and \( S_j^n \) is the source term in the thermal energy equation. The evalu-
Enskog expansion by a generalized one transport at a cell interface, such as that used in Ref. Prandtl number, a modification of the heat flux in the energy depend not only on the macroscopic variables but also their implemented in the current calculation.

Burnett order lent to the Chapman-Enskog expansion up to the super-temperature, the nonequilibrium distribution constructed from the above model will be too thin in the time evolution part and derivative of the equilibrium state 

deformed gas condition

where the gas distribution function at a cell interface is constructed using an iterative expansion of model \(f\), we replace the collision time \(\tau\) in the Chapman-Enskog expansion by a generalized one \(\tau_g\), which is obtained by imposing a closed solution of the BGK model. In our current approach, a generalized particle collision time \(\tau_g\) in Eq. (7) will also be used. The value of \(\tau_g\) is obtained by

\[
\tau_g = \frac{\tau}{1 + \tau(D^2 g)/l^2}.
\]

where \(D=\partial_t + u\partial_x\) and \(\langle \cdots \rangle = \int(...)dudvdx;\) see Ref. [13]. Here, \(\tau\) depends on the macroscopic variables through the relation \(\tau=\mu_{ref}(T/T_{ref})^{\omega}\), and the generalized \(\tau_g\) will depend not only on the macroscopic variables but also their gradients. In order to simulate the flow with any realistic Prandtl number, a modification of the heat flux in the energy transport at a cell interface, such as that used in Ref. [9], is also implemented in the current calculation.

III. SHOCK STRUCTURE CALCULATION AND CONCLUSION

One of the direct tests for the above model is the calculation of the shock structure. Since there are almost no experimental data for the two translational temperature measurements, the comparison with the DSMC and MD solution becomes necessary. The current calculation is for a monatomic gas with the atomic weight of argon and a Maxwellian (inverse fourth power) interatomic potential \(\mu_{ref} = 2.515 \times 10^{-5} \text{ kg/m/s}, T_{ref} = 273 \text{ K},\) and \(\omega = 1\) for Maxwellian gas and \(\omega = 0.5\) for hard sphere. All computations use an equally spaced mesh with total 200 grid points with incoming gas condition \(p_1 = 1171.88 \text{ Pa}, T_1 = 226.64 \text{ k}.\) Candler et al. [4] have extensively studied the shock structure with multiple translational temperature; their DSMC results will be used here as a benchmark solution.

Figures 1–4 plot the Maxwellian gas shock waves for free-stream Mach numbers between 1.2 and 11. We plot the normalized temperature, \(T_n = (T - T_1)/(T_2 - T_1),\) and normalized density \(\rho_n = (\rho - \rho_1)/(\rho_2 - \rho_1)\) versus \(x/l_1\). The upstream mean-free paths \(\lambda_1\) as defined in Ref. [4] have the value \(\lambda_1 = 2\mu/p_1C_1\), where \(C_1\) is the mean atomic speed at the upstream condition. From these figures, we can see the reasonable agreement between the current results and DSMC solutions for all cases from the continuum \((M = 1.2)\) to the highly nonequilibrium one \((M = 11)\). We also calculate the asymmetry factor \(Q_\rho\) for the \(M = 2\) case, which is defined by \(Q_\rho = \int_{x_1}^{x_2} \rho dx/\int_{x_1}^{x_2} (1 - \rho_0) dx,\) where \(x_1\) is the location for \(\rho_0 = 0.5\).

Figure 5 shows the density distributions from the current solution, Navier-Stokes [9], and DSMC solutions. The calculated \(Q_\rho\)‘s from the current model and the Navier-Stokes are
0.9239 and 1.251, respectively. Last, we apply the current model to the high Mach number $M=134$ shock wave for hard sphere gas with the same incoming flow condition. The density and temperature distributions are shown in Fig. 6, where the MD solution is from Ref. [2]. At such a high Mach number, the downstream temperature goes up to $1.273$ million degrees. The physical validity for any model presented in this paper at such an extreme condition may be questionable.

In this paper, we construct a generalized BGK model to capture the multiple translational temperature for a monatomic gas. The current model is a natural extension of the single-temperature BGK model. The averaged temperature in the current model will go back to the single temperature in the original BGK equation. Since continuous particle velocity space is used in the current numerical approach, the efficiency of the current method is close to the direct Navier-Stokes flow solver, which is much more efficient than the direct Boltzmann and DSMC methods. All shock structures in this paper are obtained numerically based on the kinetic model.
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