4 CHAPTER 1 WHERE PDEs COME FROM

Moral A PDE has arbitrary functions in its solution. In these examples the
arbitrary functions are functions of one variable that combine to produce a
function #(x, y) of two variables which is only partly arbitrary.

A function of two variables contains immensely more information than
a function of only one variable. Geometrically, it is obvious that a surface
{1 = f(x, y)}, the graph of a function of two variables, is a much more com-
plicated objectthanacurve {u = f(x)}, the graph of a function of one variable.

To illustrate this, we can ask how a computer would record a function
u=f(x). Suppose that we choose 100 points to describe it using equally spaced
values of x: X1, X2, X3, . . ., X1p0. We could write them down in a column, and
next to each x; we could write the corresponding value #; = f(x;). Now how
about a function # = f(x, v)? Suppose that we choose 100 equally spaced
values of x and also of v: xi, X, X3, ..., X100 and ¥1, y2, ¥3, ..., Yi00- Rach
pair x;, y; provides a value u;; = f(xi, ;). so there will be 1007 = 10,000
lines of the form

Xi ¥i My

required to describe the function! (If we had a prearranged system, we would
need to record only the values u;.) A function of three variables described
discretely by 100 values in each variable would require a million numbers!

To understand this book what do you have to know from calculus? Cer-
tainly all the basic facts about partial derivatives and multiple integrals. For
a brief discussion of such topics, see the Appendix. Here are a few things to
keep in mind, some of which may be new to you.

1. Derivatives are [local. For instance, to calculate the derivative
(91/3x)(xo, fo) at a particular point, you need to know just the values
of u(x, tp) for x near xy, since the derivative is the limit as x — Xp.

2. Mixed derivatives are equal: 4,y = iy, (We assume throughout this book,
unless stated otherwise, that all derivatives exist and are continuous.)

3. The chain rule is used frequently in PDEs; for instance,
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4. For the integrals of derivatives, the reader should learn or review Green’s
theorem and the divergence theorem. (See the end of Section A3 inthe

Appendix.)
Derivatives of integrals like (t) = [ b{ff}) f(x,t)dx (see Section A.3).

@&
Jacobians (change of variable in a double integral) (see Section A.1).
Infinite series of functions and their differentiation (see Section A.2).
Directional derivatives (see Section A.1).

We'Tl often reduce PDEs to ODEs, so we must know how to solve simple
ODEs. But we won’t need to know anything about tricky ODEs.
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EXERCISES

1. Yerify the linearity and nonlinearity of the eight examples of PDEs given
in the text, by checking whether or not equations (3) are valid.

2. Which of the following operators are linear?
(a) Zu=uy-txu.
(b) Su =uy +uu,
(¢} HPu=u, + ui
(d) Su=u,+u,+1
(&) %u =1+ x>(cos yuy + uy,, — [arctan{x/y)]u
3. Eor eac_;h of the following equations, state the order and whether it
is nonlinear, linear inhomogeneous, or linear homogeneous; provide
reasons.
(a) u:—"uﬂ—i—I:O
() u — iy +xuu=0
(C) Uy — Uy + Uly = 0
() wtyr Uy + ¥t =0
(&) ifut; — Uy +ujx =0
@ w1 +ud) (a7 =0
(g) ur+eu, =0
(h} Mr'i“uxx,rx"i"“\ll“?*uz(}
4, Show' that the difference of two solutions of an inhomogeneous linear
equation $u = g with the same g is a solution of the homogeneous
equation Fu = (.

5. Which of the following collections of 3-vectors [a, b, ¢] are vector
spaces? Provide reasons.
{a) The vectors with b == 0.
(by The vectors with h = 1.
(¢} The vectors with ab = 0.
(d) All the linear combinations of the two vectors [1, 1, 0] and [2, 0, 1].
(e} Al the vectors such that ¢ — a = 2b.

6. Arethe Fhree vectors [1, 2, 31, [—2,0, 1], and {1, 10, 17} linearly depen-
dent or independent? Do they span all vectors or not?

7. Are the functions 1 + x, 1 — x, and 1 -+ x -+ x* linearly dependent or
independent? Why?

8. Find a vector that, together with the vectors [1, 1, 1] and {1, 2, 1], forms
a basis of R3.

9, Show that the functions (c1 + ¢ sinx + ¢ cos’x) form a vector space.
Find a basis of it. What is its dimension?

10. Show that the solutions of the differential equation u#” — 3u” + 4u = 0

form a vector space. Find a basis of it.

11. Verify that u(x, y) = f(x)g(y)is asolution of the PDE wu,, = u.u, for
all pairs of (differentiable) functions f and g of one variable.




