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Fall 2003 Course Instructor: Prof. Y. K. Kwok

Time allowed: 100 minutes

[points]
1. (a) State the stationary increments and independent increments properties of a Poisson process. [2]
(b) Let N(t),t >0, be a Poisson process with parameter A > 0.
(i) Find the autocovariance Cy (t1,12) of N(t). [4]
(i1) Show that [4]
t
PIN(t) = 1[N(t2) = 1] = 2, 0<ty <tp.
2
Hint: CN(tl, tg) = E[N(tl)N(tg)] - E[N(tl)]E[N(tg)]
. . . Y, + Y1 . . .
2. A discrete-time random process X,, is defined to be R a— where Y, is an independent and iden-
tically distributed sequence of Poisson random variables with parameter \.
(a) Find the mean of X,,. [1]
(b) Find the pmf for X,,. [2]
(¢) Find the autocorrelation Rx (i, j) of X,,. Distinguish between ¢ = j, |[i — j| = 1 or otherwise. [5]
2 . s
Hint: Ry (i,j) = E[X;X;] and observe that E[Y;Y;] — {ij A iz p ? .
3. (a) Give definition to each of the following terms: [2]
(i) stationary random process
(ii) wide sense stationary random process
(b) Consider the random process [4]

X (t) = Usinwot

where wg is a constant and U is the standard Gaussian random variable with zero mean and unit

variance.
(i) Compute mean mx (t) and autocovariance C'x (1, t2).

(ii) Is X () wide sense stationary? Why or why not?



4. A machine consists of two parts that fail and are repaired independently. A working part fails during
any given day with probability a. A part that is not working is repaired by the next day with probability
(. Let X,, be the number of working parts in day n. The set of values assumed by X,, is {0, 1,2}, and
let 7, ; = P[X,, =j],7=0,1,2.

(a) Find the one-step transition probability matrix P. If the initial state pmf vector is
To = (To,0 Toa Toz2) = (0.5 0.5 0),

find P[X; — 0, Xo — 1].
(b) Let Too = (Too,0 Moo Teo,2) denote the steady state pmf vector. Verify that
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Write down the expression for lim P".

N—00
(c) Show that the steady state pmf 7 is binomial and find the corresponding parameters. The two
parameters in a binomial random variable are the number of trials and the probability of success
in each trial.

5. Consider the discrete process Y,, defined by

1
Yn - §(Xn +Xn71)

2 1
where X,,’s are members of an independent, Bernoulli sequence with P[X,, = 0] = 3 and P[X, =1]= 3

(a) Compute the pmf for Y.

1

1
(b) Compute P [Yn =

2 Y1 1} and P[Yn Y1 =1,Y,2=0].

(¢) Is Y, a Markov process? Give your reasoning.
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