Worked examples — Multiple Random Variables

Example 1 Let X and Y be random variables that take on values from the set {—1,0,1}.

(a) Find a joint probability mass assignment for which X and Y are independent, and
confirm that X2 and Y2 are then also independent.

(b) Find a joint pmf assignment for which X and Y are not independent, but for which
X? and Y? are independent.

Solution

(a) We assign a joint probability mass function for X and Y as shown in the table below.
The values are designed to observe the relations: Pxy (xg,y;) = Px(xr)Py (y;) for all
k, 7. Hence, the independence property of X and Y is enforced in the assignment.

ny(xk,yj) r1 = —1 T = 0 Ir3 = 1 Py(yj)

L T T T T

1= 12 6 1 5
o f 1 1 T

Y2 = 18 9 6 3
p f 1 1 1

Yz = 36 I8 12 6

Prlen) 6 512

Given the above assignment for X and Y, the corresponding joint probability mass
function for the pair X2 and Y? is seen to be

PX2Y2(§3\I;,?J7') 5}'/1 = 1 .%2 — 0 Pyz(§7)
~ 4 1+1+1+1_41+1_2 2
yr = 12 4 36 12 916 18 9 3
0 1+1_2 T T
Y2 ~ 1 26_9 9 3
Py (T Z Z
x2 () 3 3

Note that Px2 y2(Tg,y;) = Px2(Tg)Py2(y;) for all k and j, so X? and Y? are also

independent.

(b) Suppose we take the same joint pmf assignment for X2 and Y2 as in the second table,

but modify the joint pmf for X and Y as shown in the following table.

Pxy(zk,y;)| z1=—1| 22=01] a3=11] Py(y;)

. T T T T
= 1 6 12 5
p T T 1 1
y2 = 18 9 6 3
. { 1 1 1
ys = 12 I8 36 6

P - - =

x (2k) 18 3 18




This new joint pmf assignment for X and Y can be seen to give rise to the same joint
pmf assignment for X2 and Y2 in the second table. However, in this new assignment,
we observe that

1 7 1 7

__p P P ==
1 XY(%JJl)?é X(331) Y(yl) 18 ) 36’

and the inequality of values can be observed also for Pxy(x1,ys), Pxy(z3,y1) and
Pxvy (x3, ys3), etc. Hence, X and Y are not independent.

Remark

1. Since —1 and 1 are the two positive square roots of 1, we have
Px (1) + Px(—1) = Px2(1) and Py (1) + Py(—1) = Py=(1),
therefore

Px2(1)Py2(1) = [Px (1) + Px (=D][Py (1) + Py (=1)]
— Pe(1)Py (1) + Py (—1)Py (1) + Px(1)Py (<1) + Px(~1) Py (—1).
On the other hand PXzy2(1 1) ny<1 1) + ny( 1 1) + ny(l — ) + PXY
(—1,-1). Given that X? and Y? are independent, we have Py2y2(1,1) = Px2(1)
Py2(1), that is,
ny(l, 1) -+ PXy(—l, 1) + ny(l, —1) + ny(—l, —1)
= Px(1)Py (1) + Px(—=1)Py (1) + Px(1)Py(—1) + Px(—1)Py(—1).

However, there is no guarantee that Pxy(1,1) = Px(1)Py (1), Pxy(1,—1) = Px(1)
Py (—1), etc., though their sums are equal.

2. Suppose X3 and Y? are considered instead of X? and Y2. Can we construct a pmf
assignment where X3 and Y3 are independent but X and Y are not?

3. If the set of values assumed by X and Y is {0, 1,2} instead of {—1,0,1}, can we
construct a pmf assignment for which X? and Y? are independent but X and Y are
not?

Example 2 Suppose the random variables X and Y have the joint density function
defined by
f(x7y):{c(2x—|—y) 2<z<6, 0<y<5
0 otherwise

(a) To find the constant ¢, we use

6 5 5 y?
1 = total probability = / / c(2z +y) dydx = / c (Qxy + ?>
2 Jo 2
6
2
= / c <10x + —5) dx = 210c,
9 2

2

5

dx
0




1

SO c= —.
210

(b) The marginal cdf for X and Y are given by

F(z) = P(X < 1) = / w / " fe,y) dyda

T <2
2x—|—y 2x2+5m—18

dydz 9 <
_ 210 84 sz<6
2:1:+y

O 510

2
/ Ty dydx
o 210

Y

dydx =1 x>6

d 4x+5
(¢) Marginal cdf for X: fx(x) = —Fx(x) = { % 2<uw < 6
Z 0 otherwise

d
d 2y+16
Marginal cdf for Y: fy(y) = d_yFY (y) = {0y105 2t§efw<is§'

IR 3
P(X Y >2)=— 2 dydr = —

I 23

1 A 2

y

x+y =4
;\\
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(e) Joint distribution function

F(xy)
_2X+5x-18
F(xy)=0 84 F(xy)=1

F(xy)=0{  F(xy) F(x.y)
_2xy+xy”-8y-2y’ _y'+i6y
420 105

0 2 6
F(x,y)=0 F(x,y)=0 F(xy)=0

Suppose (z,y) is located in {(z,y) : > 6,0 < y < 5}, then

6 rv9 2416
F(«r,y)Z/ / x+ydydx=—y il Y
s Jo 210 105

2y + 16

Note that for this density f(z,y), we have
f(z,y) # fx(2) fv(y),

so x and Y are not independent.

Example 3 The joint density of X and Y is given by

2

15
f(%y)Z{_x(2_5U—y) 0<zr<l,0<y<1
0 otherwise

Compute the condition density of X, given that Y = y, where 0 < y < 1.

Solution For 0 < x < 1,0 <y <1, we have
f(z,y) f(z,y)

I =5 ) = T Fay) do
_ z(2—z—vy) :x(2—:v—y):6:c(2—x—y).
fola:(Q—x—y)dx é—% 4 -3y

Example 4 If X and Y have the joint density function

3
ny(SC,y):{Z'i_xy 0<$<1»0<y<1
0 otherwise



find (a) fy(y|z), (b) P (Y > %% <X< %—I—dm).

Solution

(a) For 0 <z < 1,
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QU
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and

3+4zx
fr(yla) = PXx@9) { Fre.  0<y<l

fx(@) 1o otherwise -
For other values of z, f(y|z) is not defined.
1|1 1 o 1 1342y 9
b) PlY>-|-<X<=-+dz|= — | dy= dy = —.
(b) ( “alzt et gg) /I/ny(y|2> ’ /1/2 T A TG

Example 5 Let X and Y be independent exponential random variables with parameter

a and f3, respectively. Consider the square with corners (0,0), (0,a), (a,a) and (a,0), that
is, the length of each side is a.

(0,a) (a9

(0.0

@0 X

(a) Find the value of a for which the probability that (X,Y") falls inside a square of side
ais 1/2.

(b) Find the conditional pdf of (X,Y") given that X > a and Y > a.

Solution

(a) The density function of X and Y are given by

ax

- e
prlw ={oe T r20 = {gT vzs

Since X and Y are independent, so fxy(x,y) = fx(z)fy(y). Next, we compute
P0<X <a,0<Y <aq|= / / afBe” e PY dedy = (1 — e 9)(1 — e~ ),
0o Jo

5



and solve for a such that (1 —e™9)(1 —e~%%) = 1/2.
(b) Consider the following conditional pdf of (X,Y")

Fxy(z,y|X >a,Y > a)
=PX <2,Y <ylX >aY >dq
Pla<X <z,a<Y <y
P[X >a,Y > a]

_ Pla< X <z]Pla<Y <y
P[X > a]P]Y > a]
ff fax aﬁe—axe—ﬁy dxdy B (e—aa _ e—ax)(e—aﬁ . e_gy)

since X and Y are independent

— = , r>a,y>a
= faoo faoo aﬁe—axe—ﬁy dxdy e—aac—af3 y .
0 otherwise

2
fxv(@ylX >aY >a) = awyFXY(fc,le >a,Y > a)
_ {aﬂe_o‘%_ﬁy/e—““e_ﬁ“ forz > a,y > a
0 otherwise

Example 6 A point is chosen uniformly at random from the triangle that is formed by
joining the three points (0,0),(0,1) and (1,0) (units measured in centimetre). Let X and

Y be the co-ordinates of a randomly chosen point.
(i) What is the joint density of X and Y7

(ii) Calculate the expected value of X and Y, i.e., expected co-ordinates of a randomly

chosen point.

(iii) Find the correlation between X and Y. Would the correlation change if the units are

measured in inches?

Solution

(i) fX,Y(ﬂU,y) = L

Area A -

2, (x,y) lies in the triangle.
00 1-z

() fx@) = [ ey = [ 2dp=20-0)
—o00 0

o) 1—y
fr(y) = /_ fxy (@' y) de’ = /O 2 dr =2(1-y).

1 11}'2 xg 1
Hence, E[X]z?/ (1l —z) dr =2 {___] —
0 3 1o

1
2 3

6



1

and E[Y] :2/0 y(l —y) dy = 3

(iii) To find the correlation between X and Y, we consider

1 1-

SO

1
Similarly, we obtain VAR(Y) = —.

18
, COV(X,Y) — s 1
Xy = = = — —
VVAR(X)\/VAR(Y) 4 2

) COV(aX,bY) abCOV(X,Y) .
X, bY) = = = p(X,Y), fi 1 1ti-

Since p(aX,bY) (X )o (oY) 2o (X b0 (V) p(X,Y), for any scalar multi
ples a and b. Therefore, the correlation would not change if the units are measured in

inches.

Example 7 Let X,Y, Z be independent and uniformly distributed over (0,1). Compute
P{X >YZ).

Solution Since X,Y, Z are independent, we have

fxyz(x,y,2) = fx(@) fy(y)fz(z) =1, 0<2<1,0<y<1,0<z<1.

7



Therefore,

PX>YZ] = /// fxvz(z,y,2) dedydz

T>Yz

1,1 pl 1,1

:/ / / dxdydz:/ / (1 —yz) dydz
0 0 Yz 0 0
1 z 3

—/0 (1-3) &=7

Example 8 The joint density of X and Y is given by

—(z+y)
f(:z:,y):{e 0<33<'oo,0<y<oo.
0 otherwise

Find the density function of the random variable X /Y.

Solution We start by computing the distribution function of X/Y. For a > 0,

Fxvi@ =P[5 <d

Y
oo  pay
o Jo
z/y<a
- 1 Ve Y d y e+t |
= —e Ye = |—e Y+
/0 ( ) Y [ a+1 } 0
B 1 . a
- a+1 a+1

By differentiating F'x,y (a) with respect to a, the density function X/Y is given by

fx/v(a)=1/(a+ 1)%,0 < a < oo.

Example 9 Let X and Y be a pair of independent random variables, where X is uni-
formly distributed in the interval (—1,1) and Y is uniformly distributed in the interval
(—4,—1). Find the pdf of Z = XY



Solution Assume Y =y, then Z = XY is a scaled version of X. Suppose U = aW + (3,
1 — 1

then fy(u) = mfw <u> Now, fz(z|ly) = ﬂfX (E y); the pdf of z is given by
o ! y y

fz(z) = /00 |?1|fx (— ) fr(y) dy = /Oo ﬁfxy <§,y> dy.

1
Since X is uniformly distributed over (—1,1), fx(z) = { 2 —l<z<l . Similarly, Y
0 otherwise
o _— e _ ] —4<y< -1
is uniformly distributed over (—4,—1), fy (y) = ¢ 3 i . As X and Y are
0 otherwise
independent,
z L jcZctand-4<y<-—1
por (Z0) =1 (2) fro) = {6 , y<-1,
v’ 0 otherwise

We need to observe —1 < z/y < 1, which is equivalent to |z| < |y|. Consider the following
cases:

(i) |z| > 4; now —1 < z/y < 1 is never satisfied so that fxy(i,y> =0.
)

(ii) |z| < 1; in this case, —1 < z/y < 1 is automatically satisfied so that

—1

111 -1 1 In4
fz(z :/ ——dy:/ ——dy:——lny] = —.
2@= ] 6 4 6y 6 "_4 6

1
(iii) 1 < |z| < 4; note that ny<i,y> =3 only for —4 < y < —|z|, so that
Y

—lz|

—lz 1 1 1
feo) = [ gy = n|y|] Zllnd —In2[]
—4
In 4
il if 2] < 1
In summary, fz(z) = 16
e glnd—lnjzl) 1<z <4’
0 otherwise
1

Remark Check that / fz(z) dz :/ —[1n4 In|z|] dz

1 4
In4 1

-l—/ n—dz—i—/ —[In4 —1In|z|] dz
.6 6

4
In4 1
:/ n_dz_Q/Mdz
4 6 ., 6
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1
§ln4— “[zlnz— 2]} =1.

G 3
Example 10 Let X and Y be two independent Gaussian random variables with zero
mean and unit variance. Find the pdf of Z = |X - Y|

Solution We try to find Fz(z) = P[Z < z]. Note that z > 0 since Z is a non-negative

random variable.
\%v;er\: y i( X g=X=-Y
y henx >y

\\\\\

Consider the two separate cases: x > y and x < y. When X =Y, Z is identically zero.

(i) z>y,Z<zer—y<zz>0;thatis,z — 2 <y <z

Z=Y-X
wheny > x
Z=X-Y
when x>y
X X

Py = [ [ faviay) dyds
[/

fZ(Z)—d / fxv(z,r —z) dzx

/ @ (=222 gy

_ 2 [T L (e5) gy = L
Zﬁe /_OO \/Ee T Zﬁe .

10




(i) z<yZ<zoy—z<zz>0thatisz<y<xz+ =z

Fy(z) = /_ o; /m o fxv(z,y) dydx

1 2 1 2 1 2
d —z%/4 —(x+2) d —z /4.
fz(z) = /_ fxy(z,x+ 2) doe = —2\/_6 /_ —\/_e x = 2\/_6

Example 11 Suppose two persons A and B come to two separate counters for service.
Let their service times be independent exponential random variables with parameters A4
and A\p, respectively. Find the probability that B leaves before A?

Solution Let T4 and T denote the continuous random service time of A and B, re-

1
spectively. Recall that the expected value of the service times are: E[Ta] = WA and
A
1
E[Tg] = v That is, a higher value of X implies a shorter average service time. One
B
would expect
1 1
P[Ty>Tg|: P[Tg > Tyl = — : —;
Ad B

and together with P[T4 > Ts| + P[Ts > Ta] = 1, we obtain

A
P[Ty > Tg] = ﬁ and P[Tg > Tu] =

Aa
Aa+ A’

Justification:- Since Ty and Tz are independent exponential random variables, their joint
density fr, 1 (ta,tp) is given by
fTa.T5 (ta,tp) dtadtp
= Plta<Ta<ta+dta,tp <Tp <tp-+dtp]
= Plta <Ta <ta+dtslPltg <Tp < tp+ dtg]
= (Aae Mt dt ) (Ape Bt dL ).

[e%¢] ta
P[Ta > Tg] :/ / Madpe Matae=ABts dt pdt 4
0 0
= / )\Ae_)\AtA(l - e_ABtA) dt 5
0

:/ )\Ae_)\AtA dt a —/ )\Ae_(AA_H\B)tA dt 4
0 0

AA AB

=1- = .
Aa+ A Aa+ A

11



Integrate wrt z; from
=0 tofz =t¢,, then
integrate wrt z, from 0
to oo.

NAONNANNNAN

b=t

>4
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