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Abstract
We derive efficient and accurate analytical pricing bounds and approximations for discrete
arithmetic Asian options under time-changed Lévy processes. By extending the conditioning
variable approach, we derive the lower bound on the Asian option price and construct an
upper bound based on the sharp lower bound. We also consider the general partially exact
and bounded (PEB) approximations, which include the sharp lower bound and partially
conditional moments matching approximation as special cases. The PEB approximations are
known to lie between a sharp lower bound and an upper bound. Our numerical tests show
that the PEB approximations to discrete arithmetic Asian option prices can produce highly
accurate approximations when compared to other approximation methods. Our proposed
approximation methods can be readily applied to pricing Asian options under most common
types of underlying asset price processes, like the Heston stochastic volatility model nested
in the class of time-changed Lévy processes with the leverage effect.

Keywords: time-changed Lévy processes, arithmetic Asian options, conditioning variable
approach, partially exact and bounded approximations

1 Introduction

Under the assumption of Geometric Brownian motion for the underlying asset process, it
is known that there is no closed form solution for the discrete arithmetic Asian option
since there is no explicit analytical expression available for the distribution of the arith-
metic average (expressed as a sum of correlated lognormal random variables). There have
been continual research efforts in the past two decades to explore effective analytical and
numerical approaches for pricing arithmetic Asian options. One common approach is the
dimension reduction of the pricing model that reduces the governing two-dimensional partial
differential equation to its degenerate one-dimensional form by including the path dependent
variable into the state space (Rogers and Shi, 1995; Vecer, 2001). Geman and Yor (1993) use
the Laplace transform to derive a closed form expression for a continuous arithmetic Asian
option in the Laplace transform domain. Benhamou (2002) proposes the fast Fourier trans-
form algorithm for pricing discrete arithmetic Asian option, which is an enhanced version of
the convolution algorithm of Carverhill and Clewlow (1990) that decomposes the arithmetic
average into a product of independent random variables. Curran (1992, 1994) and Rogers
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and Shi (1995) manage to derive a lower bound by using the conditioning variable approach
together with the application of Jensen’s inequality. Rogers and Shi (1995) also derive an
upper bound via an estimation of the error based on the lower bound under continuous
arithmetic averaging. The upper bound is later sharpened by Nielsen and Sandmann (2003)
considerably. Simon et al. (2000) propose the comonotonic upper bound (CUB) using some
results from risk theory on stop-loss order. Later, Vanmaele et al. (2006) improve on the
CUB by the conditioning variable approach and also propose the partially exact CUB. Be-
sides these various versions of the conditioning variable approach, there are several works
that explore different analytical approximations based on the method of matching moments.
Levy (1992) finds the closed form analytical approximation by assuming a given form for the
density of the arithmetic average. Turnbull and Wakeman (1991) approximate the density
using an Edgeworth series expansion around a lognormal density based on the first four
algebraic moments of the arithmetic average. Lord (2006a) introduces the partially exact
and bounded (PEB) approximations, which combine the conditioning variable approach and
conditional moment matching approach. Common numerical methods for pricing Asian op-
tions include the Monte Carlo simulation, binomial trees method (Hull and White, 1993)
and finite difference method (Andreasen, 1998). A more comprehensive review of the lit-
erature on pricing arithmetic Asian options under the Geometric Brownian motion for the
underlying price process can be found in Lord (2006a).

When it comes to pricing Asian options under Lévy processes, the literature is rela-
tively thin compared to that of the Geometric Brownian motion model. Fusai and Meucci
(2008) apply numerical quadrature in a recursive integration algorithm for computing the
convolution of density functions over successive monitoring dates. Zhang and Oosterlee
(2013) combine the Fourier cosine expansions and Clenshaw-Curtis quadrature method for
discretely and continuously monitored arithmetic Asian options. Instead of calculating the
density functions in a recursive manner as in Fusai and Meucci (2008), they recover the
characteristic function by means of the Fourier cosine expansions. Fusai et al. (2011) extend
the methodology based on maturity randomization to the pricing of Asian options. The
comonotonic upper bounds are developed by Albrecher et al. (2005) under Lévy models.
Lemmens et al. (2010) derive bounds for discrete arithmetic Asian options under a general
Lévy model based on the conditioning variable approach similar to the bounds under the
Geometric Brownian motion model (Rogers and Shi, 1995; Nielsen and Sandmann 2003).
Lord (2006b) studies the lower pricing bounds for basket options in a setting where the
characteristic function of the underlying price process is known. The innovative techniques
are then applied to derive approximation formulas for swaptions and Asian options in affine
Lévy models. Albrecher et al. (2008) give arbitrage-free model independent lower bounds
for arithmetic Asian option prices. Some of their bounds are supposed to hold across every
arbitrage-free model, but the corresponding accuracy levels are worse than those approxi-
mations obtained by specifying a particular model.

Since Lévy processes cannot capture the following salient features of common stock price
processes: stochastic volatility, stochastic risk reversal (skewness) and stochastic correla-
tion, Carr and Wu (2004) propose the time-changed Lévy processes that nest some popular
stochastic volatility models. Since the time-changed Lévy processes are more complex and
do not have the independent increments property, the corresponding pricing of Asian options
under time-changed Lévy processes poses high level of mathematical challenge. Umezawa and
Yamazaki (2015) derive the multivariate characteristic functions of the intertemporal joint
distribution of time-changed Lévy processes and use them to find semi-analytical pricing for-
mula for geometric Asian options. Yamazaki (2014) prices continuous and discrete arithmetic
Asian options by applying the Gram-Charlier expansion to find analytic approximation for-
mulas based on the moments of the arithmetic average asset price under time-changed Lévy
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processes. This is regarded as the generalized Edgeworth expansion around the Gaussian
distribution, which provides approximations of the density function of an arbitrary random
variable. However, the Edgeworth approximation results may converge for a small number
of terms in moment matching but diverge for a larger number of terms.

In this paper, we first derive the same sharp lower bound of the discrete arithmetic
Asian option price using different methods based on the conditioning variable technique of
Curran (1994). In one of these methods, we generalize the method of Lemmens et al. (2010)
by extending from Lévy models to time-changed Lévy processes. Next, we construct an
upper bound based on the sharp lower bound by following a similar technique proposed
by Nielsen and Sandmann (2003). Finally, we consider the class of the partially exact
and bounded (PEB) approximations similar to those introduced by Lord (2006a) under the
Geometric Brownian motion model. Unlike the traditional moment matching approach, the
PEB approximations are proven to lie between a sharp lower and an upper bound. Moreover,
when the strike price approaches to zero or infinity, the PEB approximations converge to the
exact Asian option price. We manage to derive analytic approximation formulas using the
explicit analytic forms of the multivariate characteristic functions of the intertemporal joint
distribution of time-changed Lévy processes (Umezawa and Yamazaki, 2015). Our numerical
tests demonstrate high level of accuracy, efficiency and reliability of the PEB approximations
when compared to other approximation methods in the literature.

The paper is organized as follows. Section 2 introduces some mathematical preliminaries
on time-changed Lévy processes and the associated multivariate characteristic functions of
the intertemporal joint distribution. In Section 3, we show how to decompose the price of
an Asian option into two components based on the conditioning variable approach. The
major component can be evaluated to give an exact analytical formula while the residual
component is evaluated using analytic bounds and approximations. In Section 4, we derive
the lower and upper pricing bounds of the discrete arithmetic Asian option. We also propose
the class of the partially exact and bounded approximations to approximate the residual
component in the decomposition formula. Specifically, we adopt the method of the par-
tial conditional moment matching in the deviation. Section 5 presents the explicit analytic
form of the associated multivariate characteristic functions of the intertemporal joint distri-
bution of time-changed Lévy processes. In Section 6, we present the numerical tests that
were performed to assess accuracy and computational efficiency of various methods that pro-
duce bounds and approximations under different time-changed Lévy processes. Conclusive
remarks are presented in the last section.

2 Preliminaries on time-changed Lévy processes

The literature on Lévy processes has been quite voluminous. A good review of various Lévy
security return models can be found in Wu (2008). Pricing models of financial derivatives
based on Lévy processes have been highly popular in recent years since Lévy processes can
generate different independent and identically (i.i.d) return innovation distributions. One can
specify a Lévy process with the increments of the process matching any given distribution.
To capture stochastic volatility, we can apply a stochastic time change to the Lévy process.
We are also able to capture the correlation by letting the Lévy process be correlated with the
activity rate which generates the corresponding time change. Therefore, time-changed Lévy
processes provide a flexible framework for generating jumps, capturing stochastic volatility
and introducing the leverage effect. Pricing of options under time-changed Lévy processes
also enjoys nice analytical tractability.

In fact, since the pioneering work of Clark (1973) that shows how a random time change
can be interpreted as a cumulative measure of business activity, time-changed Lévy processes
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have already seen a wide range of applications in option pricing theory. In particular, Carr
and Wu (2004) provide a framework for option pricing under time-changed Lévy processes
that encompasses almost all of the models proposed in the option pricing literature. There
is also a growing literature on applying time-changed Lévy processes for pricing other types
of path dependent options and variance products (Umezawa and Yamazaki, 2015; Itkin and
Carr, 2010).

2.1 Time-changed Lévy processes

Under an equivalent martingale measure Q, the Lévy-Khintchine theorem postulates that a
general Lévy process Xt has its characteristic function represented in the following analytic
form

ϕt(ξ) = EQ[e
iξXt ] = e−tψX(ξ) = exp

(
−t
[ σ2

2
ξ2−iµξ+

∫
R

(1−eiξy+iξy1|y|≤1) Π(dy)
])
, (2.1)

where the triplet (µ, σ2,Π) characterizes the drift, the variance of the diffusion component,
and the pure jump component of a Lévy process; and ψX(ξ) is known as the Lévy char-
acteristic exponent. We let Tt be a non-negative, non-decreasing right-continuous process
with left limits. For each fixed t, the random variable Tt is a stopping time with respect to
the filtration Ft. The family of the stopping times Tt define the corresponding random time
change and the resulting process

Mt = XTt (2.2)

is called a time-changed Lévy process and Xt is referred as the base process. The two
procedures for generating the Lévy process that captures any distribution and the time
change that captures the stochastic volatility can be separated. There are different methods
for choosing time changes that are appropriate for various types of financial security return
models. The two most popular approaches are the subordinators and absolutely continuous
time changes (Zeng and Kwok, 2014).

In this paper, we assume that the random time changes are given by the continuous time
change of the form

Tt =

∫ t

0

vs ds, (2.3)

where vt is the instantaneous (business) activity rate. We model the dynamics of the under-
lying log-asset return by a time-changed Lévy process of the following form

St = S0e
(r−q)t+XTt+ϖt , (2.4)

where r and q denote the constant risk free interest rate and dividend yield, respectively, and
ϖt is an appropriate process to be chosen in order that eXTt+ϖt is a martingale under Q. By
the optional stopping theorem, eXTt+ψX(−i)Tt is a martingale. It follows that ϖt = ψX(−i)Tt;
and we write

Zt = XTt + ψX(−i)Tt.

As a result, Zt is related to St by the following formula

St = S0e
(r−q)t+Zt . (2.5)
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2.2 Multivariate characteristic functions

Umezawa and Yamazaki (2015) derive an explicit analytic form of the multivariate charac-
teristic function of the intertemporal joint distribution of time-changed Lévy processes. We
provide a brief summary of their main results that are relevant to this paper.

The characteristic function of a time-changed Lévy process can be calculated by changing
measures as follows (Carr and Wu, 2004):

ϕXTt
(θ) = EQ[e

iθXTt ] = E(θ)[e−ψX(θ)Tt ], (2.6)

where EQ and E(θ) denote the expectation under a risk neutral measure Q and a new
complex-valued measure Q(θ), respectively. The measure Q(θ) is absolutely continuous with
respect to the risk neutral measure Q and it is defined by

Mt(θ) =
dQ(θ)

dQ
|t = eiθXTt+TtψX(θ). (2.7)

Here, Mt(θ) is a complex-valued exponential martingale by virtue of the optional stopping
theorem. By changing the measure from Q to Q(θ), the correlation between Xt and vt is
hidden under the new complex measure Q(θ). Suppose the base Lévy process Xt of a time-
changed Lévy process XTt is independent of its time change process Tt, the characteristic
function of the time changed Lévy process XTt is the Laplace transform of Tt evaluated at
the characteristic exponent of X without changing measures, where

ϕXTt
(θ) = E[e−ψX(θ)Tt ].

We consider the multivariate characteristic function of the intertemporal joint distribution
of Z = (Zt1 , Zt2 , · · · , ZtN )T, where 0 ≤ t1 ≤ t2 ≤ · · · tN ≤ T ; and write

ϕZ(Θ) = E[eiΘ
TZ ], (2.8)

where Θ = (θ1, · · · , θN)T is a parameter vector of the characteristic function on RN . The
representation of the multivariate characteristic function of the intertemporal joint distri-
bution can be obtained in the form of a recursive conditional expectation (Umezawa and
Yamazaki, 2015) as stated in Proposition 1.

Proposition 1 Let (Ij)1≤j≤N be a backward relation such that

Ij−1 = E(
∑N

k=j θk)

[
e
−κj

∫ tj
tj−1

vs dsIj|Ftj−1

]
, (2.9)

where IN = 1, and

κj = ψX

(
N∑
k=j

θk

)
− i

(
N∑
k=j

θk

)
ψX(−i).

The multivariate characteristic function of the intertemporal joint distribution of Z is given
by

ϕZ(Θ) = I0. (2.10)

Corollary 1 Suppose the base Lévy process Xt of a time-changed Lévy process XTt is inde-
pendent of its time change process Tt, then we have

ϕZ(Θ) = E

[
e
−

∑N
j=1 κj

∫ tj
tj−1

vs ds

]
. (2.11)

Based on the result in Proposition 1, we derive various analytic forms of the multivariate
characteristic function of the intertemporal joint distribution for some specific activity rate
processes. The details are shown in Section 5.
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3 Decomposition of the arithmetic Asian option price

via conditioning approach

Considering a European discrete arithmetic Asian call option on an underlying asset St with
N + 1 monitoring dates and fixed strike price K, its terminal payoff at maturity T is given
by (

1

N + 1

N∑
k=0

Stk −K

)+

. (3.1)

Here, we let the current time be t0 = 0, and denote the set of monitoring times for the Asian
option by T = {t0, t1, · · · , tN}, where tN = T . Though the time intervals between successive
monitoring times may not be uniform in general, without loss of generality, we assume a
uniform monitoring interval ∆ to simplify the presentation. For uniform time intervals, we
have tk = k∆, k = 0, 1, · · · , N . In terms of the arithmetic average as defined by

AT =
1

N + 1

N∑
k=0

Stk ,

the risk neutral price of the discrete arithmetic Asian call option at the current time t = 0
is given by

CA(T,K) = e−rTEQ[(AT −K)+], (3.2)

where EQ denotes the expectation under a risk neutral measure Q. Later, we drop the
subscript “Q” in the expectation operator EQ for brevity. Recall that St = S0e

(r−q)t+Zt [see
Eq. (2.5)] and Z0 = 0, the discrete arithmetic average of Zt is denoted by

Z̄T =
1

N + 1

N∑
k=1

Ztk . (3.3)

For notational convenience, we write Stk and Ztk as Sk and Zk, respectively.
We consider the decomposition of the Asian call option value into two components via

conditioning on a random variable Λ (Curran, 1994). It is desirable to choose the conditioning
variable Λ such that there is a threshold value λ(K) for which Λ ≥ λ(K) implying AT ≥ K.
Conditioning on Λ, the above property allows one to split the expectation for the Asian call
option value into two components as follows

CA(T,K) = e−rTE[(AT −K)+1{Λ<λ(K)}] + e−rTE[(AT −K)1{Λ≥λ(K)}]. (3.4)

The optionality on AT −K disappears in the second term since Λ ≥ λ(K) would imply AT ≥
K. We use C1(T,K,Λ, λ(K)) and C2(T,K,Λ, λ(K)) to denote the above two expectation
terms, respectively. If we choose a proper conditioning variable Λ, a significant percentage
of the value of the Asian option can be evaluated exactly in closed form, so it is termed the
“exact” component. The residual component has a small contribution to the Asian option
value, which is then estimated via some analytic bounds or approximation technique. The
details of the above procedures are presented in the subsequent sections.

To minimize pricing error of the approximation, it is desirable to choose the condition-
ing variable Λ that is strongly correlated to AT . This leads to the smaller contribution of
C1(T,K,Λ, λ(K)) to the Asian option price. In the most ideal scenario, the perfect correla-
tion between AT and Λ would result in zero pricing error. A good choice for the conditioning
variable is the geometric average since the geometric and arithmetic averages are strongly
correlated. We write

GT = (S0S1 · · ·SN)
1

N+1 = elnS0+
r−q
2
T+Z̄T .
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Here, it is appropriate to choose Z̄T as the conditioning variable for convenience. The
corresponding threshold is given by

λ(K) = ln
K

S0

+
q − r

2
T.

Without optionality in the payoff, the second component C2(T,K,Λ, λ(K)) can be eval-
uated analytically. Using the tower property, we have

C2(T,K,Λ, λ(K)) = e−rTE
[
E[(AT −K)1{Λ≥λ(K)}|Λ]

]
= e−rTE

[
(E[AT |Λ]−K)1{Λ≥λ(K)}

]
.

(3.5)

The outer expectation over Λ can be expressed as

C2(T,K,Λ, λ(K)) = e−rT
∫ ∞

−∞
(E[AT |Λ = λ]−K)1{λ≥λ(K)}fΛ(λ) dλ, (3.6)

where fΛ(λ) is the density function of Λ.
We consider the generalized Fourier transform of the indicator function 1{λ>λ(K)}, visu-

alized as a function of λ, where∫ ∞

−∞
1{λ>λ(K)}e

−iωλ dλ =
e−iωλ(K)

iω
.

Here, ω = ωR + iωI and ωI is a negative scalar that is appropriately chosen to guarantee
that the above generalized Fourier transform exists. By taking the corresponding generalized
inverse Fourier transform, we obtain

1{λ>λ(K)} =
1

2π

∫ ∞

−∞
eiωλ

e−iωλ(K)

iω
dωR.

The above analytic representation of the indicator function in terms of a generalized inverse
Fourier integral is substituted into Eq. (3.6). By interchanging the order of integration, we
manage to obtain

C2(T,K,Λ, λ(K)) =
e−rT

2π

∫ ∞

−∞

e−iωλ(K)

iω

∫ ∞

−∞
(E[AT |Λ = λ]−K) eiωλfΛ(λ) dλdωR

=
e−rT

2π

∫ ∞

−∞

e−iωλ(K)

iω

(
E[AT e

iωΛ]−KE[eiωΛ]
)
dωR.

(3.7)

Let ϕΛ(ω) denote the characteristic function of the conditioning variable Λ and ϕΛ,Zk
(ω1, ω2)

denote the joint characteristic function of Λ and Zk. By defining

ĝ(ω) = E[AT e
iωΛ]−KE[eiωΛ],

it then follows that

ĝ(ω) =
S0

N + 1

[
ϕΛ(ω) +

N∑
k=1

e(r−q)k∆ϕΛ,Zk
(ω,−i)

]
−KϕΛ(ω). (3.8)

With the choice Λ = Z̄T , it follows that ϕΛ(ω) = ϕZ(Θ
(1)), where the jth component of

Θ(1) is given by θ
(1)
j = ω

N+1
, j = 1, 2, · · · , N . Note that ϕΛ,Zk

(ω,−i) = ϕZ(Θ
(2)), where the

components of Θ(2) are given by θ
(2)
j = ω

N+1
for any j ̸= k, and θ

(2)
k = ω

N+1
− i. As a result,

C2(T,K,Λ, λ(K)) can be simplified to become a single Fourier integral as follows

C2(T,K,Λ, λ(K)) = − e−rT i

2π

∫ ∞

−∞

e−iωλ(K)ĝ(ω)

ω
dωR. (3.9)
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4 Analytic pricing bounds and approximations

In this section, we first discuss various approaches that give bounds for the residual compo-
nent C1(T,K,Λ, λ(K)). Next, we propose the partially exact and bounded approximations
by adopting the method of the partial conditional moments matching.

4.1 Lower bounds

Observe that C1(T,K,Λ, λ(K)) is bounded below by

C1(T,K,Λ, λ(K)) = e−rTE[(AT −K)+1{Λ<λ(K)}]

≥ e−rTE
[
(AT −K)1{l<Λ<λ(K)}

] (4.1)

for any l. Here, we choose a new event set 1{l<Λ<λ(K)} that is a close proxy to the true
event set 1{AT>K}∩{Λ<λ(K)} by optimizing over l while making the problem more analytically
tractable. By adding the “exact” component C2(T,K,Λ, λ(K)) to an approximation of
C1(T,K,Λ, λ(K)), we obtain the following lower bound for the discrete arithmetic Asian
call option price

CA(T,K) ≥ e−rTE
[
(AT −K)1{Λ>l}

]
. (4.2)

In fact, the above inequality holds for any random variable Λ. We write

LBl(Λ) = e−rTE
[
(AT −K)1{Λ>l}

]
,

then the lower bound can be evaluated in a similar manner as the “exact” component by
virtue of the following relation

LBl(Λ) = C2(T,K,Λ, l).

We consider the differentiation of LBl(Λ) with respect to the parameter l and obtain

dLBl(Λ)

dl
= − e−rT

2π

∫ ∞

−∞
e−iωlĝ(ω) dωR,

where ĝ(ω) is defined in Eq. (3.8). In addition, it is seen that LBl(Λ) does not achieve
its maximum when l is sufficiently small and LBl(Λ) is a decreasing function when l ∈
[λ(K),∞). As a result, the sharp lower bound achieved under the form of inequality (4.2)
is seen to be

LB(Λ) = max
l≤λ(K)

LBl(Λ) = −e
−rT i

2π

∫ ∞

−∞

e−iωλ
∗
ĝ(ω)

ω
dωR, (4.3)

where the optimal choice λ∗ ≤ λ(K) satisfies the following first order condition

−e
−rT

2π

∫ ∞

−∞
e−iωx

[
S0

N + 1

(
ϕΛ(ω) +

N∑
k=1

e(r−q)k∆ϕΛ,Zk
(ω,−i)

)
−KϕΛ(ω)

]
dωR = 0. (4.4)

One can resort to the Newton-Raphson method with the initial guess λ = λ(K) to solve

Eq. (4.4). One should check for the second order condition d2LBl(Λ)
dl2

≤ 0 as well to ensure
that λ∗ is a maximizer of the function LBl(Λ). If the maximizer is not unique, we adopt λ∗

to denote the smallest one.
The procedure for finding the sharp lower bound is summarized in Theorem 1.
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Theorem 1 A sharp lower bound of the discrete arithmetic Asian option price admits the
following analytic representation

LB(Λ) = − e−rT i

2π

∫ ∞

−∞

e−iωλ
∗
ĝ(ω)

ω
dωR, (4.5)

where ĝ(ω) is defined in Eq. (3.8) and λ∗ is obtained from Eq. (4.4).

Remarks

1. Since this analytic lower bound for the Asian option price has been very tight and can
be evaluated at ease, it is not quite necessary to consider optimizing over the choices
of the conditioning variable Λ. In Section 6, we show that the geometric average is a
better conditioning variable compared to St for any 0 ≤ t ≤ T . Here, the threshold
λ(K) serves as a technical tool for making the link between the “exact” component
and the residual component, and does not appear in the final expression (4.5) for the
lower bound. However, the upper bound and other approximations do depend on the
threshold λ(K) (see later discussion).

2. The Envelope Theorem states that the derivative of the optimizer of the objective
function with respect to the parameter equals the partial derivative of the objective
function with respect to this parameter holding the maximizer fixed at its optimal
level. An application of the Envelope Theorem gives the partial derivative of the lower
bound with respect to the initial asset as follows

∂LB(Λ)

∂S0

= − e−rT i

2π

∫ ∞

−∞

e−iωλ
∗
[
ϕΛ(ω) +

∑N
k=1 e

(r−q)k∆ϕΛ,Zk
(ω,−i)

]
(N + 1)ω

dωR. (4.6)

Similar ideas have been used in Caldana and Fusai (2013) and Caldana et al. (2014).
In fact, Eq. (4.6) provides an approximation formula for calculating the option delta
of the discrete arithmetic Asian call option. However, the formula does not provide
a lower bound on the option delta since the approximation error can be positive or
negative.

3. Define LX = {θ ∈ R : E[e−θXt ] < ∞, t > 0}, which can be shown to be an interval
of the form (ζ−, ζ+) (Sato, 1999; Lord and Kahl, 2007). To guarantee the existence
of ϕΛ(ω), ϕΛ,Zk

(ω,−i), and the generalized Fourier transform of the indicator function
1{λ>l} for any l, we choose ωI ∈ (ζ− + 1, 0), where ζ− < −1. The optimal damping
factor ωI should be chosen to ensure that the integrand in the Fourier integral in
Eq. (4.5) is neither peaked nor oscillatory. Interested readers are referred to Section 3
of Lord and Kahl (2007) for more details on the search of the damping factor.

Alternative lower bound

Alternatively, by means of Jensen’s inequality, C1(T,K,Λ, λ(K)) is bounded below by

C1(T,K,Λ, λ(K)) = e−rTE[(AT −K)+1{Λ<λ(K)}]

= e−rTE
[
E[(AT −K)+|Λ]1{Λ<λ(K)}

]
≥ e−rTE

[
(E[AT |Λ]−K)+1{Λ<λ(K)}

]
.

(4.7)

By adding the “exact” component C2(T,K,Λ, λ(K)), we obtain an alternative lower bound
for the discrete arithmetic Asian call option price

CA(T,K) ≥ e−rTE
[
(E[AT |Λ]−K)+

]
. (4.8)
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We write

LB2(Λ) = e−rTE
[
(E[AT |Λ]−K)+

]
= e−rT

∫ ∞

−∞
(E[AT |Λ = λ]−K)+ fΛ(λ) dλ,

which is seen to be greater than or equal to LB(Λ). Interchanging the order of the conditional
expectation and summation, the conditional expectation of the arithmetic average can be
represented by

E[AT |Λ = λ] =
S0

N + 1

[
1 +

N∑
k=1

e(r−q)k∆E[eZk |Λ = λ]

]
. (4.9)

The individual conditional expectation can be expressed as

E[eZk |Λ = λ] =

∫ ∞

−∞
ezk

f(λ, zk)

fΛ(λ)
dzk, k = 1, 2, · · · , N, (4.10a)

where f(λ, zk) is the joint probability density function for Λ and Zk. We express the joint
density function f(λ, zk) as the following Fourier transform representation

f(λ, zk) =
1

4π2

∫ ∞

−∞

∫ ∞

−∞
e−iω1λ−iω2zkϕΛ,Zk

(ω1, ω2) dω1Rdω2R.

Here, ω1 = ω1R + iω1I and ω2 = ω2R + iω2I . Substituting Eq. (4.1) into Eq. (4.10a) and
interchanging the order of integration, the conditional expectation E[eZk |Λ = λ] can be
simplified as follows

E[eZk |Λ = λ] =
1

4π2fΛ(λ)

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
e−iω1λ−i(ω2+i)zkϕΛ,Zk

(ω1, ω2) dzkdω1Rdω2R

=
1

2πfΛ(λ)

∫ ∞

−∞

∫ ∞

−∞
δ(ω2 + i)e−iω1λϕΛ,Zk

(ω1, ω2) dω1Rdω2R

=
1

2πfΛ(λ)

∫ ∞

−∞
e−iω1λϕΛ,Zk

(ω1,−i) dω1R.

(4.10b)

Putting the above results into Eq. (4.9), we then obtain

E[AT |Λ = λ] =
S0

N + 1

[
1 +

1

2πfΛ(λ)

N∑
k=1

e(r−q)k∆
∫ ∞

−∞
e−iω1λϕΛ,Zk

(ω1,−i) dω1R

]
. (4.11)

Note that the density function admits a Fourier transform representation

fΛ(λ) =
1

2π

∫ ∞

−∞
e−iω1λϕΛ(w1) dω1R,

we then have

E[AT |Λ = λ]−K

=
1

2πfΛ(λ)

∫ ∞

−∞
e−iω1λ

{
S0

N + 1

[
ϕΛ(ω1) +

N∑
k=1

e(r−q)k∆ϕΛ,Zk
(ω1,−i)

]
−KϕΛ(ω1)

}
dω1R

= − erT

fΛ(λ)

dLBλ(Λ)

dλ
. (4.12)

10



Lord (2006b) obtains an analytic result similar to Eq. (4.12) for the basket options. The
crucial procedure for evaluating the lower bound LB2(Λ) is to determine the set

S = {λ|E[AT |Λ = λ]−K ≥ 0} =
{
λ
∣∣∣dLBλ(Λ)

dλ
≤ 0
}
. (4.13)

We would like to explore the characterization of the set S and examine the sufficient condi-
tions under which equality of LB2(Λ) and LB(Λ) is observed. The results are summarized
in Theorem 2.

Theorem 2 Suppose the set S takes the form [λ̃,∞) for some value λ̃, we then have

LB2(Λ) = LB(Λ),

and S = [λ∗,∞). In addition, it suffices to observe equality of the two lower bounds when
E[AT |Λ = λ] is a monotonically increasing function of λ.

Proof. Suppose the set S is a semi-infinite interval of the form [λ̃,∞) for some value λ̃, then
the function LBλ(Λ) is a decreasing function of λ when λ ∈ [λ̃,∞), which leads to λ̃ ≥ λ∗.
On the other hand, since λ∗ is contained inside S, so we have λ̃ ≤ λ∗. As a result, we obtain
S = [λ∗,∞). Based on the derived result, we manage to obtain

LB2(Λ) = e−rT
∫ ∞

−∞
(E[AT |Λ = λ]−K)1{λ>λ∗}fΛ(λ) dλ

= e−rTE
[
(AT −K)1{Λ>λ∗}

]
= LB(Λ).

Recall that λ∗ is a root for the equation E[AT |Λ = λ] − K = 0. The property of
monotonically increasing of E[AT |Λ = λ] on λ immediately leads to the fact that S = [λ∗,∞).

Remark
It may not be straightforward to prove rigorously whether the two sufficient conditions stated
in Theorem 2 hold for all time-changed Lévy processes. At best, we manage to verify through
numerical tests that some well-known time-changed Lévy processes do observe one or both
of the above sufficient conditions. The details of the numerical verification are presented in
Appendix A.

4.2 Upper bound based on the lower bound

To derive an upper bound based on the lower bound, we follow a similar approach in the
earlier results derived under the Geometric Brownian motion framework (Rogers and Shi,
1995; Nielsen and Sandmann, 2003). According to Eq. (4.7), we can deduce an error bound
to the residual component C1(T,K,Λ, λ(K)) as follows

0 ≤ C1(T,K,Λ, λ(K))− e−rTE
[
(E[AT |Λ]−K)+1{Λ<λ(K)}

]
= e−rTE

[
E[(AT −K)+|Λ]1{Λ<λ(K)}

]
− e−rTE

[
(E[AT |Λ]−K)+1{Λ<λ(K)}

]
≤ e−rT

2
E
[√

var[AT |Λ]1{Λ<λ(K)}

]
.

(4.14)

We write the above bound of the pricing error for the conditional variable approach as ϵ(Λ),
which is seen to be model independent. By adding the “exact” component to the above
inequality, it is obvious that

0 ≤ CA(T,K)− LB(Λ) ≤ ϵ(Λ).

11



Suppose we write UB(Λ) = LB(Λ) + ϵ(Λ), then UB(Λ) can be interpreted as an upper
bound based on the lower bound. Note that the bound of the pricing error ϵ(Λ) depends
on the strike price K through λ(K), and its value increases with the strike price. To obtain
better estimation on the upper bound, Λ and AT should be chosen to be alike as much as
possible. For the ideal case that Λ and AT are perfectly correlated, the lower bound and
upper bound are equal to the exact Asian option price since the bound of the pricing error
ϵ(Λ) is equal to zero. It is desirable to derive an easily computable analytic expression for
the bound of the pricing error ϵ(Λ).

According to the definition of conditional variance, we have

var[AT |Λ] =
S2
0

(N + 1)2

{
2

N∑
k=2

e(r−q)k∆
k−1∑
l=1

e(r−q)l∆
(
E[eZk+Zl|Λ]− E[eZk |Λ]E[eZl|Λ]

)
+

N∑
k=1

e2(r−q)k∆
(
E[e2Zk |Λ]− E[eZk |Λ]2

)}
.

(4.15)

Similar to the result in Eq. (4.10b), the conditional expectations can be derived in a similar
way. Assume l < k, these conditional expectations admit the following Fourier integral
representations

E[eZk+Zl|Λ = λ] =
1

2πfΛ(λ)

∫ ∞

−∞
e−iω1λϕΛ,Zk,Zl

(ω1,−i,−i) dω1R,

E[e2Zk |Λ = λ] =
1

2πfΛ(λ)

∫ ∞

−∞
e−iω1λϕΛ,Zk

(ω1,−2i) dω1R.

(4.16)

Here, ϕΛ,Zk,Zl
(ω1,−i,−i) = ϕZ(Θ

(3)), where the components of Θ(3) are given by θ
(3)
j =

ω1

N+1
for any j ̸= k and j ̸= l, and θ

(3)
j = ω1

N+1
− i for j = k or j = l; and similarly,

ϕΛ,Zk
(ω1,−2i) = ϕZ(Θ

(4)), where the components of Θ(4) are given by θ
(4)
j = ω1

N+1
for any

j ̸= k, and θ
(4)
k = ω1

N+1
− 2i. Combining Eqs. (4.10b), (4.15) and (4.16), the conditional

variance can be written in terms of the joint characteristic functions as follows

var[AT |Λ = λ]

=
S2
0

(N + 1)2

{
2

N∑
k=2

e(r−q)k∆
k−1∑
l=1

e(r−q)l∆

[
1

2πfΛ(λ)

∫ ∞

−∞
e−iω1λϕΛ,Zk,Zl

(ω1,−i,−i) dω1R

− 1

4π2f 2
Λ(λ)

∫ ∞

−∞
e−iω1λϕΛ,Zk

(ω1,−i) dω1R

∫ ∞

−∞
e−iω1λϕΛ,Zl

(ω1,−i) dω1R

]

+
N∑
k=1

e2(r−q)k∆

[
1

2πfΛ(λ)

∫ ∞

−∞
e−iω1λϕΛ,Zk

(ω1,−2i) dω1R

−
( 1

2πfΛ(λ)

∫ ∞

−∞
e−iω1λϕΛ,Zk

(ω1,−i) dω1R

)2]}
.

Using the Fourier transform representation of the density function fΛ(λ) and changing the
order of summation and integration in the above equation, we have

var[AT |Λ = λ] =
S2
0

[(N + 1)πfΛ(λ)]
2

∫ ∞

−∞

∫ ∞

−∞
e−i(ω1+ω2)λg̃(ω1, ω2) dω1Rdω2R, (4.17a)
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where

g̃(ω1, ω2) =
1

2

N∑
k=2

e(r−q)k∆
k−1∑
l=1

e(r−q)l∆
[
ϕΛ,Zk,Zl

(ω1,−i,−i)ϕΛ(ω2)− ϕΛ,Zk
(ω1,−i)ϕΛ,Zl

(ω2,−i)
]

+
1

4

N∑
k=1

e2(r−q)k∆
[
ϕΛ,Zk

(ω1,−2i)ϕΛ(ω2)− ϕΛ,Zk
(ω1,−i)ϕΛ,Zk

(ω2,−i)
]
. (4.17b)

Lastly, recall that

ϵ(Λ) =
e−rT

2

∫ λ(K)

−∞

√
var[AT |Λ = λ] fΛ(λ) dλ.

By combining all the above results, we obtain an analytic representation of the upper bound
based on the lower bound as summarized in Theorem 3.

Theorem 3 The upper bound based on the lower bound can be expressed in the following
form

UB(Λ) = LB(Λ) + ϵ(Λ)

= LB(Λ) +
e−rTS0

2π(N + 1)

∫ λ(K)

−∞

√∫ ∞

−∞

∫ ∞

−∞
e−i(ω1+ω2)λg̃(ω1, ω2) dω1Rdω2R dλ,

(4.18)

where LB(Λ) and g̃(ω1, ω2) are given by Eqs. (4.5) and (4.17b).

Remark
When the strike price K approaches to zero, and so λ(K) → −∞, both the lower bound
and upper bound converge to the exact Asian option price. Also, the bound of the pricing
error ϵ(Λ) increases with the strike price.

4.3 Partially exact and bounded approximations

Most analytic approximations of the arithmetic Asian option prices are based on the mo-
ment matching approach by using an analytically tractable distribution to approximate the
probability law of the arithmetic average. Lord (2006a) proposes the class of partially ex-
act and bounded (PEB) approximations for the discrete arithmetic Asian options under the
Geometric Brownian motion. We would like to extend the PEB approximations to pricing
arithmetic Asian options under time-changed Lévy processes.

The residual component to be approximated is given by

C1(T,K,Λ, λ(K)) = e−rTE[(AT −K)+1{Λ<λ(K)}].

The idea is to approximate AT by ÂT that is analytically tractable in the above residual
component. We define

Ĉ1(T,K,Λ, λ(K)) = e−rTE[(ÂT −K)+1{Λ<λ(K)}],

and
ĈA(T,K,Λ) = Ĉ1(T,K,Λ, λ(K)) + C2(T,K,Λ, λ(K)).

Applying the tower property, we have

Ĉ1(T,K,Λ, λ(K)) = e−rTE
[
E[(ÂT −K)+|Λ]1{Λ<λ(K)}

]
.
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Theorem 4 If the approximation random variable ÂT observes the following two conditions

E[ÂT |Λ = λ] = E[AT |Λ = λ]

var[ÂT |Λ = λ] ≤ var[AT |Λ = λ]
(4.19)

for λ ∈ (−∞, λ(K)), then ĈA(T,K,Λ) lies between the lower bound LB(Λ) and the upper
bound UB(Λ).

Remark
The result in Theorem 4 is model independent, so its proof can be inferred from a similar
result established under the Geometric Brownian motion [see Theorem 3 of Lord (2006a)].

We refer to the class of approximations for which the above two conditions hold as
the class of PEB approximations. Theorem 4 provides a sufficient condition for the PEB
approximation that lies between LB(Λ) and UB(Λ). “Partially exact” refers to the fact that
we have decomposed the option price into two components, where one of the components
C2(T,K,Λ, λ(K)) is obtained exactly, and “bounded” means that the PEB approximation
lies between a lower and an upper bound. Indeed, one may visualize that LB(Λ) belongs to
this class of approximations, which exhibits ease of numerical evaluation and high level of
accuracy.

We would like to consider some specific choices in the class of PEB approximations that
match the first two conditional moments exactly, where λ ∈ (−∞, λ(K)).

Conditional two moments matching
We consider ÂT that satisfies

ÂT |Λ = H(Λ)

E[ÂT |Λ = λ] = E[AT |Λ = λ]

var[ÂT |Λ = λ] = var[AT |Λ = λ]

(4.20)

for λ ∈ (−∞, λ(K)). Here, H(Λ) is a non-negative random variable whose distribution has
at least two parameters in order to match the first two moments as stated in Eq. (4.20). In
this case, we have

Ĉ1(T,K,Λ, λ(K)) = e−rT
∫ λ(K)

−∞
E[(H(λ)−K)+] fΛ(λ) dλ. (4.21)

It is necessary to calculate the conditional mean and variance of the arithmetic average to
determine the corresponding parameters in H(λ) for all values of λ. Afterwards, we resort
to numerical integration to evaluate the above integral.

Inspired by the work in Curran (1994) and Lord (2006a), we consider an approximation
of the arithmetic average by a shifted lognormally distributed variable. This is a convenient
choice since the inner expectation in Eq. (4.21) can be calculated by applying the standard
Black-Scholes formula, so the evaluation of Ĉ1(T,K,Λ, λ(K)) is fairly straightforward. Our
numerical experiments reveal that the use of a shifted lognormal approximation in the PEB
approximation method does provide sufficient level of accuracy under time-changed Lévy
processes already. Recall that GT = elnS0+

r−q
2
T+Λ and defining a function

g(λ) = elnS0+
r−q
2
T+λ,

we then construct the following two types of approximations.
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1. Curran 2M+ approximation

ÂT |Λ = H(Λ) = GT + eµ(Λ)+σ(Λ)W . (4.22a)

2. Curran 3M+ approximation

ÂT |Λ = H(Λ) = m1(GT ) + em2(Λ)+m3(Λ)W . (4.22b)

Here, W is a standard normal random variable. In the 2M+ approximation, µ(Λ) and σ(Λ)
are parameters chosen so as to match the two conditional moments, whilem1(GT ),m2(Λ) and
m3(Λ) in the 3M+ approximation are determined such that the three conditional moments
are matched exactly. Compared to other PEB approximations, the Curran 2M+ approxi-
mation maintains the desirable property that ÂT ≥ GT . The Curran 3M+ approximation
sacrifices the satisfaction of ÂT ≥ GT , while the conditional skewness is matched exactly.
Since the extra computational effort required in the Curran 3M+ approximation may be-
come too excessive while the Curran 2M+ approximation already yields sufficiently accurate
results, we only adopt the Curran 2M+ approximation in our numerical tests. Based on
the two conditional moments matching conditions as specified in Eqs. (4.20) and (4.22a), we
have the following constraints for the pair of parameters µ(λ) and σ(λ)

eµ(λ)+
1
2
σ2(λ) = E[ÂT −GT |Λ = λ] = E[AT |Λ = λ]− g(λ),

e2[µ(λ)+σ
2(λ)] = E[

(
ÂT −GT

)2|Λ = λ] = E[(AT −GT )
2 |Λ = λ].

(4.23)

Taking the logarithm of both sides of the above equations and eliminating µ(λ), the volatility
term σ(λ) is given by

σ(λ) =
√
lnE[(AT −GT )2|Λ = λ]− 2 ln (E[AT |Λ = λ]− g(λ)),

where

E[(AT −GT )
2 |Λ = λ] = var[AT |Λ = λ] + (E[AT |Λ = λ])2 − 2E[AT |Λ = λ]g(λ) + g2(λ).

The conditional expectation and conditional variance of the arithmetic average are given by
Eqs. (4.11) and (4.17a), respectively.

For the Curran 2M+ approximation, the inner expectation in Eq. (4.21) can be expressed
as a Black-Scholes type European call option price function under the assumption of a shifted
lognormally distributed underlying state variable. Here, by assuming (ÂT − GT )|Λ = λ to
be a lognormal random variable, we have a new strike price K̂ = K − g(λ) that is less than
the original strike price. The procedure of the Curran 2M+ approximation is summarized
in Theorem 5.

Theorem 5 Based on the Curran 2M+ approximation, the PEB approximation formula for
pricing the discrete arithmetic Asian call option is given by

ĈA(T,K,Λ) = Ĉ1(T,K,Λ, λ(K)) + C2(T,K,Λ, λ(K)), (4.24)

where

Ĉ1(T,K,Λ, λ(K))

= e−rT
∫ λ(K)

−∞

[(
E[AT |Λ = λ]− g(λ)

)
Φ(d1(λ))−

(
K − g(λ)

)
Φ(d2(λ))

]
fΛ(λ) dλ,

(4.25)

and C2(T,K,Λ, λ(K)) is given by Eq. (3.9), where

d1(λ) =
µ(λ) + σ2(λ)− ln K̂

σ(λ)
=

1
2
lnE[(AT − g(λ))2 |Λ = λ]− ln(K − g(λ))

σ(λ)
,

d2(λ) = d1(λ)− σ(λ).
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When the strike price K approaches to zero, both the bounds and PEB approximation
converge to the exact Asian option price. The PEB approximation also tends to the exact
Asian option price when K approaches infinity. Recall that the sharp lower bound satisfies
this property while the upper bound fails since the bound of the pricing error increases with
the strike price K.

Remarks

1. The lower bound LB(Λ) and PEB approximation for the discrete arithmetic Asian op-
tions can be extended to any models for which the multivariate characteristic functions
of the underlying asset price process are known. More specifically, the lower bound
only requires the first two types of the following multivariate characteristic functions,
while the upper bound or PEB approximation depends on the calculation of all of the
following four types of multivariate characteristic functions.

(a) ϕΛ(ω1) = ϕZ(Θ
(1)), where the jth component of Θ(1) is given by θ

(1)
j = ω1

N+1
, j =

1, 2, · · · , N ;

(b) ϕΛ,Zk
(ω1,−i) = ϕZ(Θ

(2)), where the components of Θ(2) are given by θ
(2)
j = ω1

N+1

for any j ̸= k, and θ
(2)
k = ω1

N+1
− i;

(c) ϕΛ,Zk,Zl
(ω1,−i,−i) = ϕZ(Θ

(3)), where the components of Θ(3) are given by θ
(3)
j =

ω1

N+1
for any j ̸= k and j ̸= l, and θ

(3)
j = ω1

N+1
− i for j = k or j = l;

(d) ϕΛ,Zk
(ω1,−2i) = ϕZ(Θ

(4)), where the components of Θ(4) are given by θ
(4)
j = ω1

N+1

for any j ̸= k, and θ
(4)
k = ω1

N+1
− 2i.

2. The price of a discrete arithmetic Asian put option

PA(T,K) = e−rTE[(K − AT )
+]

can be evaluated via the following put-call parity relation

PA(T,K) = CA(T,K)− e−rT
S0

N + 1

1− e(r−q)(N+1)∆

1− e(r−q)∆
+Ke−rT . (4.26)

3. Since the Curran 2M+ approximation involves numerical evaluation of triple integrals,
we would like to provide some guidelines on how to choose the damping factors, number
of integrations points and truncation of computational domain in the actual implemen-
tation of the approximation method.

(a) Damping factors
We have provided some guidelines on the choice of the damping factor ωI for
calculating the lower bound. One may adopt the same technique shown in Lord
and Kahl (2007) to find the optimal damping factor ωI . Generally, the optimal
damping factor should be chosen to ensure that the integrand is neither peaked nor
oscillatory. A plot of the integrand with respect to different choices of damping
factor may be helpful in searching for the proper damping factor. The same
technique can be applied for finding the appropriate damping factors ω1I , ω2I for
the Curran 2M+ approximation. The optimal damping factor ωI also provides a
good initial guess for the optimal damping factors ω1I , ω2I .

Once effective damping factors are chosen, one can achieve the same level of
accuracy in the numerical calculation of the integrals using smaller number of
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discretization grids. In our numerical tests, we chose equal values for the damping
factors and adopted −5,−5,−3.5 for the Heston model, NIC-CIR process and
Kou’s model, respectively. These damping factors are shown to provide very
accurate and efficient numerical results in our numerical tests.

(b) Truncation of the computational domain
Once the damping factors have been properly chosen, the plot of the correspond-
ing g̃(ω1, ω2) can help determine the truncation ranges for ω1R, ω2R. The function
g̃(ω1, ω2) decays to zero as |ω1R| or |ω2R| becomes large. We determine the trun-
cation ranges such that the function g̃(ω1, ω2) is smaller than some preset error
tolerance provided that ω1R and ω2R do not lie within the truncation ranges.
Also, by plotting the integrand in the integral in Eq. (4.25), we can deduce the
appropriate truncation range for λ in a similar manner. We did not transform
the integrands in our implementation procedure. Alternatively, as inspired by the
work of Lord and Kahl (2007), one may avoid the truncation approximation of
the infinite domains for calculating the conditional variance by transforming the
double infinite integrals into finite domains using the limiting behaviour of the
characteristic functions.

(c) Number of integrations points
Let Nω1 , Nω2 , Nλ denote the number of integration points required for the nu-
merical integration with respect to the variables ω1R, ω2R, and λ, respectively. To
achieve a preset discretization error tolerance TOL, we can search for the smallest
number of integration points that observes∣∣∣ĈA(Nω1 , Nω2 , Nλ)− ĈA(∞,∞,∞)

∣∣∣ < TOL.

A similar technique has been used in Lord (2006a). As a result, the approximation
can exhibit an optimal efficiency for a given discretization error tolerance. We
note that the computation cost of the Curran 2M+ approximation is determined
by the numerical calculations of the function g̃(ω1, ω2) and the triple integral [in
fact dominated by the calculation of g̃(ω1, ω2) in most cases], so the choice of
Nλ has a small effect on efficiency of the approximation. As a result, Nλ is not
required to be as small as possible, and it is taken to be 26 in our numerical
tests. For most cases, one may conveniently set Nω1 = Nω2 , so it is necessary to
search for only one parameter for a given TOL. Take our last numerical test as
an example, when T = 5 and σ = 0.12, the smallest number of integration points
for the PEB approximation (Curran 2M+ approximation) was taken to be 175,
that is, Nω1 = Nω2 = 175.

5 Specification of the activity rate processes

In this section, we show how to derive the explicit representation of I0 in Eq. (2.10) for
some specific choices of the activity rate processes associated with the time change Tt. One
popular choice of the activity rate process is the affine process, which nests the well known
CIR model. Firstly, we consider absence of the leverage effect, where the base Lévy process
is independent of the corresponding activity rate process of the time change. Next, we will
demonstrate how to deal with the popular Heston stochastic volatility model, which can be
nested in the class of time-changed Lévy processes with the leverage effect. Finally, we give
a brief discussion on pricing the discrete arithmetic Asian options under Lévy processes.
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5.1 Affine processes as the activity rates

Let Ut be a d-dimensional Markov process that satisfies the following dynamics

dUt = µ̃(Ut) dt+ σ̃(Ut) dWt, (5.1)

where Wt is a d-dimensional Brownian motion under Q. The drift vector µ̃(Ut) and diffusion
covariance matrix σ̃(Ut)σ̃(Ut)

T are affine in Ut, where

µ̃(Ut) = K0 +K1Ut, K0 ∈ Cd, K1 ∈ Cd×d, (5.2a)

[σ̃(Ut)σ̃(Ut)
T ]ij = (H0)ij + (H1)

T
ijUt, H0 ∈ Cd×d, H1 ∈ Cd×d×d. (5.2b)

We require that the vector µ̃(Ut) and matrix σ̃(Ut) satisfy some technical conditions such
that the stochastic differential equation has a strong solution (Duffie and Kan, 1996). We
choose a linear function of the Markov process Ut as the instantaneous activity rate vt.

Based on the work by Duffie et al. (2000) for the affine term structure models, the multi-
variate characteristic function of the intertemporal joint distribution of Z = (Zt1 , Zt2 , · · · , ZtN )
has been derived by Umezawa and Yamazaki (2015) using Corollary 1. Their results are sum-
marized in Proposition 2.

Proposition 2 Suppose XTt follows a time-changed Lévy process under a risk neutral mea-
sure Q where an activity rate process vt is assumed to be

vt = ρ0 + ρT1Ut, for all t ≥ 0, ρ0 ∈ C, ρ1 ∈ Cd,

where Ut is a d-dimensional affine process defined in Eqs. (5.1) and (5.2a, 5.2b). Further-
more, the base Lévy process Xt is assumed to be independent of the activity rate process
vt of the time change. The multivariate characteristic function of the intertemporal joint
distribution of Z is given by

ϕZ(Θ) = e
∑N

j=1 αtj (tj−1)+βt1 (0)
TU0 ,

and αtj : [tj−1, tj] → C and βtj : [tj−1, tj] → Cd are solved recursively by the following
complex-valued Riccati differential equations:

d

dt
βtj(t) = κjρ1 −KT

1 βtj(t)−
1

2
βtj(t)

TH1βtj(t), (5.3a)

d

dt
αtj(t) = κjρ0 −KT

0 βtj(t)−
1

2
βtj(t)

TH0βtj(t), (5.3b)

with boundary conditions αtj(tj) = 0 for j = 1, · · · , N , βtN (tN) = 0 and βtj(tj) = βtj+1
(tj)

for j = 1, · · · , N − 1. Here, κj = ψX(
∑N

k=j θk)− i(
∑N

k=j θk)ψX(−i).

5.2 Heston stochastic volatility model

Under the Heston stochastic volatility model, the correlated stochastic processes St and vt
with correlation coefficient ρ under a risk neutral measure Q are governed by

dSt
St

= (r − q) dt+
√
vt dW

1
t , (5.4)

dvt = ζ(v̄ − vt) dt+ σv
√
vt
(
ρ dW 1

t +
√
1− ρ2 dW 2

t

)
. (5.5)
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The asset return St can be expressed as a time-changed Lévy process with the leverage effect
specified as

St = S0e
(r−q)t+XTt−

1
2
Tt ,

where the corresponding base Lévy process Xt = W 1
t . We define the new complex-valued

measure Q(θ) by the following exponential martingale

Mt(θ) = eiθ
∫ t
0

√
vs dW 1

s +
1
2
θ2

∫ t
0 vs ds.

Applying the Girsanov theorem, the activity rate vt under Q(θ) measure is governed by the
following stochastic differential equation

dvt = [ζv̄ − (ζ − iθσvρ)vt] dt+ σv
√
vt
(
ρ dW θ

t +
√

1− ρ2 dW 2
t

)
,

where dW θ
t = dW 1

t −iθ
√
vt dt is a Brownian motion under Q(θ). Good analytical tractability

is retained since vt remains to be an affine process under the new complex-valued measure
Q(θ). According to Eq. (2.9), it is necessary to change measure at each time step when
the correlation is incorporated, which is cumbersome. Fortunately, we manage to obtain
the multivariate characteristic function of the joint distribution under the Heston stochastic
volatility model by following a similar technique in Proposition 2.

Proposition 3 Suppose the asset return follows the Heston stochastic volatility model as
governed by Eqs. (5.4) and (5.5). The multivariate characteristic function of the intertem-
poral joint distribution of Z is given by

ϕZ(Θ) = e
∑N

j=1 αtj (tj−1)+βt1 (0)v0 ,

where αtj : [tj−1, tj] → C and βtj : [tj−1, tj] → C are solved recursively by the following
complex-valued Riccati differential equations:

d

dt
βtj(t) = κj +

[
ζ − i

( N∑
k=j

θk

)
σvρ

]
βtj(t)−

1

2
σ2
vβtj(t)

2, (5.6a)

d

dt
αtj(t) = −ζv̄βtj(t), (5.6b)

with boundary conditions: αtj(tj) = 0 for j = 1, · · · , N , βtN (tN) = 0, βtj(tj) = βtj+1
(tj) for

j = 1, · · · , N − 1; and

κj =
1

2

[( N∑
k=j

θk

)2
+ i
( N∑
k=j

θk

)]
. (5.7)

In Appendix B, we present the closed form solutions for the above complex-valued Riccati
differential equations. Suppose the activity rate vt of a time-changed Lévy process XTt is
also given by Eq. (5.5) and it is independent of the corresponding base Lévy process Xt, by
replacing ρ = 0 and κj = ψX(

∑N
k=j θk)− i(

∑N
k=j θk)ψX(−i), we can derive the multivariate

characteristic function of the intertemporal joint distribution of time-changed Lévy processes
with zero correlation.
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5.3 Lévy processes

Note that a general Lévy process is a reduced form of the time-changed Lévy process by
choosing the constant activity rate vt = 1. The bounds and approximations derived in
the above sections for pricing discrete arithmetic Asian options under time-changed Lévy
processes are also applicable for Lévy processes. According to Eq. (2.11), the closed form
for the multivariate characteristic function of the intertemporal joint distribution of Lévy
processes are presented in Proposition 4.

Proposition 4 Suppose Tt = t for all t ≥ 0, a time-changed Lévy process XTt is reduced
to a Lévy process Xt. The multivariate characteristic function of the intertemporal joint
distribution of Z is given by

ϕZ(Θ) = e−
∑N

j=1[ψX(
∑N

k=j θk)−i(
∑N

k=j θk)ψX(−i)]∆. (5.8)

6 Numerical tests on various pricing bounds and ap-

proximations

In this section, we would like to demonstrate the performance of the various types of ap-
proximation formulas for pricing discrete arithmetic Asian call options under the Heston
stochastic volatility model, NIG-CIR model and Kou’s model. Here, the NIG-CIR model
refers to the time-changed Lévy process with the Normal Inverse Gaussian process as the
base Lévy process and the CIR process as an activity rate process of the time change. The
parameter values in the time-changed Lévy models are chosen from earlier papers so that di-
rect comparison with other methods in the literature can be performed. The Gauss-Legendre
quadrature rule is adopted to evaluate the integrals in the pricing formulas. Compared to
the composite trapezodial rule, the Gauss-Legendre quadrature rule exhibits faster rate of
convergence with respect to the number of the grids chosen in the numerical integration. It
is observed that numerical accuracy in the valuation of the analytic pricing formulas is not
sensitive to the choice of the quadrature rule.

6.1 Time-changed Lévy processes

The characteristic exponent of the Normal Inverse Gaussian process (NIG) is given by

ψX(ξ) =
1

k̂
ln

(
1 +

k̂σ2ξ2

2
− iµ̂k̂ξ

)
. (6.1)

The CIR process as defined in Eq. (5.5) is chosen to be the activity rate for the time-changed
Lévy process. We assume the NIG process to be independent of the corresponding CIR
process. On the other hand, we consider a leverage effect in the Heston model. In order to
perform direct comparison with the Gram-Charlier expansion proposed by Yamazaki (2014),
we consider a slightly modified definition of the arithmetic average AT = 1

N

∑N
k=1 Stk in this

subsection. In our calculations, we take S0 = 100, T = 1, N = 10, r = 0.01, and q = 0.02
in the discrete arithmetic Asian call option. The parameter values for the two time-changed
Lévy processes, the Heston model and NIG-CIR model, are taken from Yamazaki (2014) and
they are listed in Table 1.
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Heston NIG-CIR
Lévy processes σ 1.00 0.10

µ̂ - -0.50

k̂ - 0.01
CIR process ζ 1.00 1.00

v̄ 0.01 1.00
σv 0.10 1.00
ρ -0.70 0.00
v0 0.01 1.00

Table 1: Parameter values of the Heston model and NIG-CIR model.

It is shown in Yamazaki (2014) that approximating the infinite series with sum of a small
number of terms using the Gram-Charlier expansion might not be sufficient to obtain accu-
rate values in practice due to higher kurtosis generated by stochastic time change and jumps.
His numerical tests show that summing seven terms is required to achieve sufficiently accu-
rate prices of Asian call options. We would like to compare our numerical results with those
obtained by the Gram-Charlier expansion method. The numerical option values obtained
from the Monte Carlo simulation with 500 time steps and 10 million sample paths are used
as benchmark. Tables 2 and 3 list the numerical results obtained by using the lower and
upper bounds and PEB approximation together with the benchmark Monte Carlo method
for pricing discrete arithmetic Asian call options with varying values of K under the Heston
stochastic volatility model and NIG-CIR model, respectively.

K 90 95 100 105 110
Monte Carlo 9.590 5.307 2.120 0.491 0.051

Standard error(10−3) 1.74 1.50 0.97 0.44 0.13
Gram-Charlier 9.582 5.307 2.118 0.488 0.049
Lower bound 9.5852 5.3034 2.1173 0.4890 0.0499

PEB (Curran 2M+) 9.5853 5.3035 2.1173 0.4890 0.0499
Upper bound 9.5914 5.3165 2.1379 0.5161 0.0810

Table 2: Comparison of various approximations of the discrete arithmetic Asian option
prices under the Heston model. Numerical results from Monte Carlo simulation (with small
standard errors) are provided for benchmark comparison.

K 90 95 100 105 110
Monte Carlo 9.610 5.430 2.410 0.812 0.215

Standard error(10−3) 1.99 1.70 1.22 0.72 0.37
Gram-Charlier 9.614 5.430 2.407 0.808 0.216
Lower bound 9.6113 5.4299 2.4092 0.8108 0.2144

PEB (Curran 2M+) 9.6115 5.4301 2.4093 0.8109 0.2145
Upper bound 9.6184 5.4457 2.4345 0.8445 0.2542

Table 3: Comparison of various approximations of the discrete arithmetic Asian option
prices under the NIG-CIR model. Numerical results from Monte Carlo simulation (with
small standard errors) are provided for benchmark comparison.
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As revealed from Tables 2 and 3, the PEB approximation (Curran 2M+ approximation)
and the lower bound perform very well in numerical accuracy and exhibit slightly better
accuracy than the Gram-Charlier expansion method. The PEB approximation values lie
between the sharp lower bound and the upper bound, an observation that is consistent with
the theoretical analysis. Indeed, accuracy of the PEB approximation can be gauged by the
difference between the upper bound and the lower bound, while the pricing errors using
the Gram-Charlier expansion method have to be accessed via additional numerical studies.
It is highly computationally efficient to evaluate the lower bound with good accuracy. For
example, it only took 0.11 seconds to obtain the value 2.4092 for the lower bound when
the strike equals 100 under the NIG-CIR process in our calculations. The computational
efforts involved in the calculations of the PEB approximation and upper bound are more
demanding since the calculation of the conditional variance is also required and the pricing
formulas involve triple integrations. For example, 0.72 seconds are required to obtain the
numerical value 2.4093 using the PEB approximation. Less computational time is required
when we choose to loosen accuracy requirement for the bounds and approximation. The
upper bound is in general less accurate than the lower bound. The numerical results show
that the difference between the upper bound and lower bound is an increasing function
of the strike price K. For both at-the-money and in-the-money options, the upper bound
results are fairly accurate for the discrete arithmetic Asian call options. However, the results
for out-of-the-money options are slightly less accurate. Finally, when the Asian option is
sufficiently deep in-the-money, both the bounds and the PEB approximation converge to the
Asian call option price.

Albrecher et al. (2008) give model independent lower bounds for discrete arithmetic
Asian option prices. Instead of conditioning on the geometric average variable, they choose
St as the conditioning variable to achieve a robust bound. They derive the corresponding
lower bounds LB

(1)
t and LB

(2)
t based on the following assumptions on stop-loss orders

AT ≥sl
1

N

j(t)−1∑
i=1

S0e
rti +

N∑
i=j(t)

Ste
r(ti−t)

 (6.2a)

and

AT ≥sl
1

N

j(t)−1∑
i=1

S
1− ti

t
0 S

ti
t
t +

N∑
i=j(t)

Ste
r(ti−t)

 , (6.2b)

respectively, where j(t) = min {i : ti ≥ t} for any 0 ≤ t ≤ T . The stop-loss order ≥sl of two
random variables is defined by

X ≥sl Y ⇔ E[(X − d)+] ≥ E[(Y − d)+], −∞ < d <∞. (6.3)

It is easily seen that the stop-loss order is weaker than the convex order. Albrecher et al.
(2008) computed the bounds for discrete arithmetic Asian option prices under the Heston
stochastic volatility model using the following parameters

ζ = 1.5768, v̄ = 0.0398, σv = 0.5751, ρ = −0.5711, and v0 = 0.0175.

Note that the lower bound LB(Λ) also works for any asset price process, provided that
the multivariate characteristic functions are known in closed form. Figure 1 shows the
comparison of different lower bounds for the arithmetic Asian call option prices under the
Heston stochastic volatility model. As revealed from Figure 1, the lower bounds provided
by LB

(1)
t and LB

(2)
t are seen to be less accurate when compared to LB(Λ), indicating that

the geometric average is a better conditioning variable compared to St.
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Figure 1: Comparison of various lower bounds of the discrete arithmetic Asian call option
prices under the Heston stochastic volatility model with r = 0.03, q = 0, S0 = 100, T = 10
and monthly averaging. The benchmark results are obtained using the Monte Carlo method
with 106 simulation paths.

6.2 Lévy processes

Next, we would like to show that the sharp lower bound and PEB approximation also perform
well for pricing discrete arithmetic Asian options under Lévy processes. The time-changed
Lévy process is reduced to a Lévy process by choosing a constant activity rate vt = 1.
Fusai and Meucci (2008) adopt the numerical quadrature (NQ) for a recursive convolution
algorithm to price discrete arithmetic Asian options under Lévy processes. In another work,
Fusai et al. (2011) extend the maturity randomization technique to price discrete arithmetic
Asian options under Lévy processes. Zhang and Oosterlee (2013) propose an efficient pricing
method for discrete arithmetic Asian options based on the Fourier cosine expansions and
Clenshaw-Curtis quadrature. Note that all these methods are convolution methods, which
rely on the independent increments of the log-asset returns. Therefore, they cannot be used
for pricing Asian options under time-changed Lévy processes.

To demonstrate the numerical performance of the PEB approximation, lower and upper
bound under Lévy processes, we performed the numerical calculations of the discrete Asian
call options under Kou’s model as a prototype. The characteristic exponent of Kou’s model
is given by

ψX(ξ) =
σ2

2
ξ2 − λ̂

[
(1− p)η2
η2 + iξ

+
pη1

η1 − iξ
− 1

]
, (6.4)

where σ is the volatility for the diffusion part, λ̂ is the jump intensity for the Poisson process,
p and 1 − p are the respective probability of up-jump and down-jump, η1 and η2 are the
respective up and down jump sizes for the exponential distribution. The parameter values
for the discrete arithmetic Asian call options used in our sample calculations are listed in
Table 4. These parameter values in Kou’s model are taken from the same set of parameter
values obtained in Schoutens (2003) based on their calibration to the S&P 500 option prices.

S0 T r q σ λ̂ p η1 η2
100 1 0.0367 0 0.120381 0.330966 0.2071 9.65997 3.13868

Table 4: Parameter values for the discrete arithmetic Asian call option under Kou’s model.
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In Table 5, we show the comparison of numerical accuracy of the PEB approximation with
other approximation methods in the literature. The numerical option values obtained from
the Monte Carlo simulation with one million simulation paths are used as the benchmark
and the standard errors (SE) are provided (see the last column in Table 5). The PEB
approximation (Curran 2M+ approximation) values agree very well with the Monte Carlo
results. In most cases, they are more accurate than the values for the lower bound. The
results obtained by Fusai and Meucci (2008) and Fusai et al. (2011) agree with those of the
PEB approximation up to three-decimal accuracy.

N K PEB LB NQ UB MC SE(10−3)

12 90 12.71331 12.70817 12.71236 12.82116 12.71298 0.374
12 100 5.01825 5.01609 5.01712 5.18227 5.01729 0.238
50 100 5.05934 5.05717 5.05809 5.22421 5.05849 0.241
50 110 1.06906 1.06829 1.06878 1.27688 1.06886 0.189
250 100 5.07068 5.06851 5.06949 5.23581 5.06910 0.245
250 110 1.07672 1.07595 1.07646 1.28460 1.07632 0.191

Table 5: Numerical prices of the discrete arithmetic Asian options under Kou’s model with
N = 12, N = 50, and N = 250 (monthly, weekly, and daily monitored, respectively) obtained
from the numerical calculations of the lower bound (LB), upper bound (UB) and PEB
approximation (Curran 2M+ approximation). These numerical results are compared with
numerical prices obtained by the numerical quadrature (NQ) method and Monte Carlo (MC)
method listed in Fusai and Meucci (2008). The last column (SE) lists the standard errors in
the Monte Carlo simulation.

We performed another set of numerical tests to reveal more closely the issue of numerical
accuracy/computational effort tradeoff between the PEB approximation and lower bound
method by considering varying values of maturity and volatility of the diffusion part of
Kou’s model. Recall that the lower bound and the PEB approximation (Curran 2M+ ap-
proximation) are evaluated based on numerical integration, we searched for the smallest
number of integration points such that the corresponding discretization errors are smaller
than 1× 10−5 (i.e. TOL = 10−5) in our numerical tests. One can then proceed to compare
the CPU times for the lower bound and the PEB approximation in a relatively fair man-
ner. A similar technique of comparing numerical accuracy/CPU time has been used in Lord
(2006a). The numerical results and the CPU times required for computing the lower bound
and PEB approximation for Asian option prices with yearly averaging are displayed in Table
6. Given the same discretization error tolerance (TOL = 10−5), the lower bound converges
quite fast but retains a fixed level of numerical error afterwards. On the other hand, the
PEB approximation achieves high level of numerical accuracy while the CPU times required
for the PEB calculations are acceptable. The CPU times required for calculating the PEB
approximation values are typically 10 to 40 times those for calculating the lower bound val-
ues. If we demand for high level of accuracy for long maturity Asian option prices while the
computational budget is not too restrictive, then the PEB approximation has comparable
advantage over the lower bound method.
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σ T PEB (CPU) LB (CPU) MC SE EP EL

0.12

5 14.2456 (0.13) 14.2280 (0.01) 14.2461 0.0013 -0.0005 -0.0181
10 21.2031 (0.25) 21.1699 (0.01) 21.2019 0.0027 0.0012 -0.0320
15 25.7053 (0.36) 25.6610 (0.02) 25.7057 0.0045 -0.0004 -0.0447
20 28.7074 (0.63) 28.6556 (0.02) 28.7066 0.0064 0.0008 -0.0510

0.3
5 19.6025 (0.13) 19.5661 (0.01) 19.6081 0.0046 -0.0056 -0.0420
10 27.3593 (0.34) 27.2862 (0.01) 27.3603 0.0049 -0.0010 -0.0741

0.5 5 26.8766 (0.18) 26.7802 (0.01) 26.8783 0.0068 -0.0017 -0.0981

Table 6: Comparison of numerical accuracy and CPU times (in seconds) of the lower bound
and the PEB approximation (Curran 2M+ approximation) for computing at-the-money
Asian option prices with yearly averaging for varying values of maturity T and volatility
σ. The pricing errors of the PEB approximation (EP) and those of the lower bound (EL)
are listed in the last two columns.

As a final remark, our numerical tests reveal that the PEB approximation and lower
bound perform well in numerical accuracy and computational efficiency when we consider
pricing discrete arithmetic Asian options under Lévy processes. Unlike the convolution
methods, which can be used for pricing discrete arithmetic Asian options under asset price
process with the independent increments property, the PEB approximation method and
lower bound are applicable to a wider class of asset price processes.

7 Conclusion

We derive analytical lower and upper bounds for pricing discrete arithmetic Asian options
under time-changed Lévy processes. Calculation of the option delta can be performed with-
out additional computation efforts. We also present the class of partially exact and bounded
(PEB) approximations, which can produce highly accurate approximations and lie between
a sharp lower bound and an upper bound. Indeed, the sharp lower bound obtained by
Jensen’s inequality can be considered as an element of this class of approximations. Thanks
to Umezawa and Yamazaki (2015) on the explicit analytic forms of the multivariate charac-
teristic function of the intertemporal joint distribution of time-changed Lévy processes, we
extend the previous work for pricing bounds (Lemmens et al., 2010) in the Lévy setting to
the general time-changed Lévy processes. The class of the PEB approximations introduced
by Lord (2006a) under the Geometric Brownian motion for the underlying price process have
been generalized to time-changed Lévy processes, allowing for jumps, stochastic volatility,
and mean reversion. The PEB approximations are more widely applicable to asset price
processes for pricing discrete arithmetic Asian option than other approximation methods
proposed in the existing literature.

Numerical tests demonstrate that the class of PEB approximations can achieve accurate,
efficient and reliable approximations for pricing discrete arithmetic Asian options under the
Heston stochastic volatility model, NIG-CIR model and Kou’s model. The PEB approxima-
tions converge to the exact Asian option price when the strike price approaches to zero or
infinity. Though the upper bound is less accurate and efficient than the lower bound, it is
significantly more accurate than the comonotonic upper bound.

One may be concerned with the numerical challenge and computational tediousness in the
calculations of the upper bound and the PEB approximation for discrete arithmetic Asian
options under time-changed Lévy processes since the calculation of the conditional variance
is required as part of the computational procedure. With regard to computational efficiency,
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our numerical experiments show that when an effective damping factor in the numerical
Fourier inversion procedure is chosen, the computational time required to achieve a high
level of numerical accuracy for the PEB approximation is about 10 to 40 times that of the
lower bound calculation for pricing discrete arithmetic Asian options under time-changed
Lévy processes. The magnitude of the computational time multiplier is dependent on the
number of the monitoring dates.
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itoring under time-changed Lévy processes. Applied Mathematical Finance, 22(2), 133-161.

Vanmaele, M., Deelstra, G., Liinev, J., Dhaene, J., and Goovaerts, M.J. (2006). Bounds
for the price of discretely sampled arithmetic Asian options. Journal of Computational and
Applied Mathematics, 185(1), 51-90.

Vecer, J. (2000). A new PDE approach for pricing arithmetic average Asian options. Journal
of Computational Finance, 4(4), 105-113.

Wu, L.R. (2008). Modeling financial security returns using Lévy processes. Handbooks in
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Appendix A. Numerical verification of the conditions in Theorem 2

We would like to demonstrate that the sufficient condition in Theorem 2 is satisfied under
general time-changed Lévy processes through numerical tests. We have tested a variety of
models with different sets of parameter values. Here, we adopt the NIG-CIR process and
Kou’s model as illustrative examples.

Kou’s model
Figure 2 shows that the conditional expectation E[AT |Λ = λ] is a monotonically increasing
function with respect to λ under Kou’s model. One can easily find a unique root λ∗ that is
close to λ(K) for the equation E[AT |Λ = λ] −K = 0. Note that GT = S0e

r−q
2
T+Λ, so with

an increase in the geometric average, the expectation of arithmetic average conditional on
geometric average increases monotonically.
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Figure 2: Plot of the conditional expectation E[AT |Λ = λ] versus λ under Kou’s model.

NIG-CIR process
Figure 3 plots the derivative function dLBλ(Λ)

dλ
against the parameter λ under the NIG-CIR

process. A similar and typical shape is observed for other time-changed Lévy processes. As
revealed in Figure 3, when λ increases, dLBλ(Λ)

dλ
only changes its sign at a unique point λ∗

and stays negative afterwards. This immediately leads to the result that S = [λ∗,∞). One
may explain this phenomenon via the following intuitive arguments. It is worth mentioning
that dLBλ(Λ)

dλ
= −e−rT (E[AT |Λ = λ]−K)fΛ(λ). When λ is very small, the density function

fΛ(λ) makes the left side of tail of dLBλ(Λ)
dλ

decays to zero from above. As λ grows gradually
until to λ(K), the corresponding geometric average GT increases at a higher rate and hits
the strike price K eventually. Since AT and GT are strongly correlated and AT ≥ GT , one
may expect that E[AT |Λ = λ] starts from a small value and eventually overshoots K. As

a result, dLBλ(Λ)
dλ

changes its sign within this interval. Once λ crosses λ(K), E[AT |Λ = λ]

remains above K and dLBλ(Λ)
dλ

stays negative. As λ increases further, the right tail of dLBλ(Λ)
dλ

decays to zero from below.
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Figure 3: Plot of the derivative function dLBλ(Λ)
dλ

versus λ under the NIG-CIR process. When

λ ∈ [−1.2,−0.4], dLBλ(Λ)
dλ

has very small positive value.

Appendix B. Closed form solutions for the complex-valued Riccati differential
equations (see Proposition 3)

Yamazaki (2014) derives the closed form solutions for the complex-valued Riccati differential
equations by solving Eqs. (5.6a, 5.6b) when κj ̸= 0. Here, we also solve the complex-valued
Riccati differential equations when κj = 0. The closed form solutions for the complex-valued
Riccati differential equations under κj ̸= 0 and κj = 0 are presented below.

1. κj ̸= 0
To present the closed form solutions for the complex-valued Riccati differential equa-
tions, we define

Bj = ζ − i
( N∑
k=j

θk

)
σvρ, Cj =

1

2

√
B2
j + 2σ2

vκj,

Dj = − 1

2σ2
vκjCj

(
1

2
Bj + Cj

)[
Bj − 2Cj − σ2

vβtj+1
(tj)
]
,

Ej = −
σ2
vβtj+1

(tj)

Bj − 2Cj
, Fj = −σ2

vκjDj, Gj = −1

2
σ2
vβtj+1

(tj).

For j = N,N − 1, · · · , 1, we have

βtj(t) =
2p

′
tj
(t)

σ2
vptj(t)

and αtj(t) = −2ζv̄

σ2
v

ln|ptj(t)| (B.1)

for any tj−1 ≤ t ≤ tj, where

ptj(t) = Dje
− 1

2
Bj(tj−t) [Bjsinh (Cj(tj − t)) + 2Cjcosh (Cj(tj − t))]− Eje

−( 1
2
Bj−Cj)(tj−t),

p
′

tj
(t) = Fje

− 1
2
Bj(tj−t)sinh (Cj(tj − t))−Gje

−( 1
2
Bj−Cj)(tj−t).

2. κj = 0
For j = N,N − 1, · · · , 1, we have

βtj(t) =
2p

′
tj
(t)

σ2
vptj(t)

and αtj(t) = −2ζv̄

σ2
v

ln|ptj(t)| (B.2)
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for any tj−1 ≤ t ≤ tj, where

ptj(t) =
σ2
vβtj+1

(tj)

2Bj

e−Bj(tj−t) +
2Bj − σ2

vβtj+1
(tj)

2Bj

,

p
′

tj
(t) =

1

2
σ2
vβtj+1

(tj)e
−Bj(tj−t).
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