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Abstract

We present the regression-based Monte Carlo simulation algorithms for solving the stochastic control models

associated with pricing and hedging of the Guaranteed Lifelong Withdrawal Benefit (GLWB) in variable

annuities, where the dynamics of the underlying fund value is assumed to evolve according to the stochastic

volatility model. The GLWB offers a lifelong withdrawal benefit even when the policy account value be-

comes zero while the policyholder remains alive. Upon death, the remaining account value will be paid to

the beneficiary as a death benefit. The bang-bang control strategy analyzed under the assumption of maxi-

mization of the policyholder’s expected cash flow reduces the strategy space of optimal withdrawal policies

to three choices: zero withdrawal, withdrawal at the contractual amount or complete surrender. The impact

on the GLWB value under various withdrawal behaviors of the policyholder is examined. We also analyze

the pricing properties of GLWB subject to different model parameter values and structural features.
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1 Introduction

The market for variable annuities has shown phenomenal growth since 1990s. At the end of 2011, the total

assets of variable annuities topped USD 1.5 trillion. As sweeteners to attract businesses, issuers of variable

annuities provide various forms of guarantees riders to investors, in addition to equity participation with

investment choices among a list of mutual funds. A good comprehensive summary of the structural features

of these guarantees can be found in Bauer et al. (2008) and Bacinello et al. (2011).

In this paper, we focus on the analysis of pricing and hedging issues of the latest variant of the GMWB,

so called guaranteed lifelong withdrawal benefit (GLWB). This new form of guarantee combines withdrawal

flexibility with longevity protection. In a typical variable annuity with GLWB, the policyholder pays a single

lump sum payment to the issuer. The payment is then invested into the mutual funds of risky assets chosen

by the policyholder. The benefit base is initially set to be the upfront payment. Under the lifelong withdrawal

guarantee, the policyholder is entitled to withdraw a fixed proportion of the benefit base periodically (say,
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annual withdrawals) for life even when the policy fund account value has dropped to zero. Upon the death of

the policyholder, the remaining amount in the policy fund account will be paid to the beneficiary. Another

distinctive feature of GLWB is that the benefit base may grow over the life of the policy. Under the ratchet

provision (step-up), the benefit base is increased to the policy fund account value on a ratchet date if the

account value exceeds the previous benefit base recorded on the last withdrawal date. Under the bonus

provision (roll-up), the benefit base may also be increased by a proportional amount if the policyholder

chooses not to withdraw on the withdrawal date.

The pricing and hedging of guaranteed withdrawal benefits in variable annuities (GMWB and GLWB) pose

a lot of technical challenges. The academic research on GMWB starts with the pioneering works of Milevsky

and Salisbury (2006), Dai et al. (2008) and Chen et al. (2008). These earlier pricing models of GMWB take

the assumption of a geometric Brownian motion (GBM) for the underlying fund value process and continuous

withdrawal process as the control in the derivation of the singular stochastic control models. More recently,

Huang and Forsyth (2012) and Huang and Kwok (2014) manage to perform a complete characterization of the

optimal withdrawal policies of the GMWB under the simplifying assumption of GBM and continuous with-

drawal. In the literature of pricing variable annuities under stochastic volatility, the Heston stochastic model

(Heston, 1993) has been commonly used due to its nice analytic tractability. However, recent empirical studies

show that the Heston form of affine square root stochastic volatility model is susceptible to misspecification of

volatility dynamics (Christoffersen et al., 2010). Under the Heston model assumption of volatility dynamics,

the instantaneous change in volatility should be Gaussian and homoscedastic. However, empirical studies on

daily realized volatility changes are in conflict with the Gaussian and homoscedastic volatility implication of

the Heston model. Christoffersen et al. (2010) argue that the best volatility specification is the ONE model

with linear diffusion for variance instead of square root diffusion in the Heston model. By using the time

series data on S&P 500 daily return, Javaheri (2004) analyzes the CEV type instantaneous variance process

and find that the 3/2-power in the exponent of the volatility of variance process performs the best. Ishida

and Eagle (2002) estimate the power to be 1.71 for S&P 500 daily return for a 30-year period. Indeed, nice

analytical tractability in option valuation as exhibited by the Heston model has no distinctive advantage over

the ONE model and 3/2-model when one uses the Monte Carlo simulation algorithms for numerical pricing

of variable annuities. It is advisable to adopt appropriate stochastic volatility models that provide better

volatility specification.

The pricing models of GLWB can be considered as extensions of those of GMWB together with the inclusion

of mortality risk. Holz et al. (2012) price the GLWB for different product design and model parameters under

the GBM dynamics of the underlying fund value process. They also consider various forms of policyholder

withdrawal behavior, including deterministic, probabilistic and stochastic models. They establish that the

optimal strategy for a GLWB contract without the step-up or roll-up feature consists only of either a withdrawal

of the guaranteed amount or complete surrender. With this relatively simple set of withdrawal strategies, they

show how to use the Monte Carlo simulation method to price the GLWB by following a similar dynamic

programming procedure in the solution of optimal stopping problems. Under the simplified assumption of

deterministic surrender rates, Kling et al. (2013) consider the model risks taken up by the insurer when constant

equity volatilities are assumed for hedging purposes. They find that the fair values of the guarantees do not

show significant change under either constant or stochastic volatility models. Using the Heston stochastic

volatility model for the underlying fund value process, they show that the insurer’s profit / loss and other

risk measures may change dramatically due to the presence of vega risk. Also, these model risks can be
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reduced significantly if appropriate hedging strategies based on minimizing both the delta and vega risks are

implemented. They also suggest how the issuer may reduce risk by better product design, say, limiting the

inclusion of highly risky assets in the policyholder’s fund account when market volatilities become high. Forsyth

and Vetzal (2014) develop an implicit finite difference schemes for solving a coupled system of one-dimensional

partial differential equations in the determination of the hedging cost for a GLWB variable annuity contract

when the underlying fund value process follows a Markov regime switching process. They also consider the

impact on the cost of hedging under various withdrawal policies, including the optimal withdrawal policies that

maximize policyholder’s expected value of cash flows and sub-optimal withdrawal policies that are dependent

on moneyness of the surrender option.

The contribution of this paper is two-fold. First, we construct efficient regression-based Monte Carlo

simulation algorithms for solving the stochastic control models associated with pricing of the GLWB in variable

annuities under stochastic volatility of the underlying fund value. Efficiency of the simulation procedure is

enhanced by the derivation of the closed form solution for the price function of the GLWB when the fund value

becomes zero. By extending the bang-bang analysis of the set of control policies on withdrawal, we show that

the strategy space of the optimal withdrawal policies consist of three choices only: zero withdrawal, withdrawal

at the contractual amount or complete surrender. This paves the successful implementation of the regression-

based approach for solving the optimal control and value function in the GLWB stochastic control model,

using a similar dynamic programming procedure that is commonly adopted in the determination of the optimal

stopping rule in an optimal stopping model (like an American option model). We also perform convergence

analysis of the regression-based Monte Carol algorithms under the assumption of exact simulation of the

simulated paths of the underlying fund value process. Second, we perform extensive studies on the pricing and

hedging properties of the GLWB subject to varying values of the model parameters in the fund value process,

like the volatility parameters, correlation coefficient between the fund value and stochastic volatility. Instead

of choosing the Heston model for the dynamics of stochastic volatility, we adopt the ONE model and 3/2

model. These stochastic volatility models have been shown to have better specification of volatility dynamics

compared to the Heston model. We also examine the impact of various structural features in the GLWB,

like the penalty charge, bonus rate and ratchet feature, on the optimal withdrawal policies and complete

surrender decision. Recall that the worst hedging cost of the GLWB is derived based on the assumption that

the policyholder chooses the optimal withdrawal policies that maximize the discounted expectation of the

future cash flows. However, various empirical studies have shown that policyholders may limit their choices

in the withdrawal strategies, like forfeiting the choice of zero withdrawal or complete surrender or both. We

consider the impact on the GLWB value under these suboptimal withdrawal behaviors of the policyholder.

This paper is organized as follows. In the next section, we present a product description of GLWB in

a variable annuity and present the model formulation of GLWB under the assumption of the ONE and 3/2

stochastic volatility models for the underlying fund value process. With regard to the ratchet and bonus

provisions on the benefit base, we determine the jump conditions on the value function, policy fund value

and benefit base across withdrawal dates. In Section 3, we present the details of the regression-based Monte

Carlo simulation algorithms for solving the stochastic control models of GLWB. The bang-bang analysis of

the strategy space of optimal withdrawal policies indicates that there are only three possible optimal choices:

zero withdrawal, withdrawal at the contractual amount and complete surrender. The dynamic programming

procedure of comparing the surrender value and continuation value under either withdrawal of contractual

amount or zero withdrawal can be applied. We also derive the closed form solution for the value function of
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GLWB when the policy fund value has dropped to zero. This helps save computational times on simulation

runs since quite a significant portion of simulation paths lead to zero policy fund value before termination

due to the occurrence of either the death event or complete surrender. Convergence proof of the regression-

based algorithm for solving the stochastic control model of GLWB is presented. In Section 4, we analyze

the pricing and hedging properties of GLWB subject to different market conditions, like equity volatilities

and other model parameters in the stochastic volatility models. We examine the impact of different product

design in the structural features on the optimal withdrawal policies. We also consider some other plausible

suboptimal withdrawal behaviors adopted by the policyholder and compare the profit and loss of the issuer

under various withdrawal behaviors of the policyholder. The last section contains summary of results and

conclusive remarks.

2 Model formulation

We start with a product description of the GLWB in a variable annuity contract. At time 0, the policyholder

pays an upfront single premium P initially in her policy account, which is then invested in mutual funds of her

own choice. We use Wt to denote the policy fund value process, where W0 = P . The proportional fee charged

by the issuer for the provision of the guarantee is taken from the policy account through successive reduction of

fund units. The GLWB rider gives the policyholder the guaranteed withdrawals on preset withdrawal dates for

life. The contractual withdrawal amount is calculated based on a fixed proportion of the benefit base At. The

benefit base is set to be the upfront premium initially, where A0 = P . It can be adjusted upward via the ratchet

provision (step-up) or bonus feature (roll-up). On a ratchet date, the ratchet mechanism increases the benefit

base to the level of the policy account if the policy account value exceeds the benefit base on the previous

withdrawal date. For the bonus feature, suppose the policyholder chooses not to withdraw any amount on a

withdrawal date, then the benefit base is increased proportionally by the bonus rate. The policyholder is also

allowed to withdraw more than the contractual withdrawal amount and the net amount received is subject to

a proportional penalty charge. Complete surrender of the policy refers to the withdrawal of the whole policy

account. As a result, the variable annuity contract terminates. Another event that causes the termination of

the contract is the death of the policyholder. The value that remains in the policy account will be passed to a

beneficiary. The issuer is faced with mortality risk, market risk and uncertainty in the surrender behavior. We

assume that withdrawals are allowed on a predetermined set of dates. Upon the death of the policyholder, the

remaining policy fund value is paid to the beneficiary on the next upcoming withdrawal date. Also, ratchet

events may be either allowable on all withdrawal dates or limited to a subset of withdrawal dates.

Mortality risks and market risks

The mortality risk is assumed to be diversifiable across a large number of policyholders. Let the inception date

of the policy be time 0. We follow the usual notation where the mortality tables are given in terms of integer

ages. Let T denote the maximum age beyond which survival is impossible. Let ipx0 denote the probability

that an x0-year old policyholder at time 0 still survives in the next i years. Let qx0+i denote the probability

that an x0 + i year old dies in the next year. With reference to a policyholder whose age is x0, for simplicity

of notation, we write ipx0 and qx0+i as pi and qi, respectively.

We extend the usual GBM assumption for the fund value process to allow for stochastic volatility. We

let Wt denote the policy fund value process and η be the constant proportional fee charged on the policy
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fund that is paid by the policyholder for the provision of the guaranteed lifelong withdrawal benefit. For a

probability space (Ω,F , Q) with a filtration F = (Ft)0≤t≤T satisfying the usual assumptions, we assume the

existence of an equivalent (local) martingale measure Q under which the process of the discounted spot price

of an underlying asset is a (local) martingale. We consider the following general formulation of stochastic

volatility models for the Q-dynamics of the underlying fund value process (Christoffersen et al., 2010), where

the Q-dynamics of Wt can be expressed as

dWt = (r − η)Wt dt+
√
vtWt

[
ρ dB

(1)
t +

√
1− ρ2 dB

(2)
t

]
(2.1a)

and

dvt = κvat (θ − vt) dt+ εvbt dB
(1)
t , for a = {0, 1} and b = {1/2, 1, 3/2}. (2.1b)

Here, B
(1)
t and B

(2)
t are uncorrelated Q-Brownian motions, ρ is the correlation coefficient, ε is the volatility

of variance, κ is the risk neutral speed of mean reversion, θ is the risk neutral long-term averaged variance,

and r is the riskless interest rate. To derive the above Q-dynamics of vt, the following functional form for the

variance risk premium: λ (W, v, t) = λ0v
a+1 has been assumed, where λ0 is a constant. The choice of b = 1/2

(square root diffusion for variance) corresponds to the Heston model. Based on various empirical studies on

volatility dynamics (Christoffersen et al., 2010; Ishida and Eagle, 2002; Javaheri, 2004), we adopt b = 1 (ONE

model) and b = 3/2 (3/2-model) while the Heston model is not included in our numerical calculations. In the

above family of stochastic volatility models, it is common to choose a = 0 and b = 1 for the ONE model while

a = 1 and b = 3/2 for the 3/2-model.

Recall that W0 = P , where P is the upfront payment at initiation of the policy contract. The contractual

withdrawal amount is a fixed proportion G of the benefit base. We let At denote the value process of the

benefit base, where A0 = P . Both Wt and At exhibit jumps across the withdrawal dates. The time-t value

function of the GLWB is denoted by V (W,A, v, t), with dependence on the policy fund value W , benefit base

A and stochastic variance v.

Jump conditions of the value function across a withdrawal date

We assume annual withdrawals to take place on the set of discrete time points, T = {1, 2, . . . , T − 1} in years.

Let Te be the set of discrete time points that correspond to the preset ratchet event dates, where Te ⊆ T . The

annual withdrawal amounts as characterized by Γ = (γ1, γ2, . . . , γT−1) are the optimal stochastic controls to be

determined in the solution of the stochastic control model of the GLWB. For convenience of calculations, we

assume that payment to the beneficiary upon death of the policyholder occurring within (i−1, i] will be paid at

year i. Our numerical calculations show that the payment date of the death benefit has little impact on the fair

value of the GLWB (typically less than 0.1%). In this case, the policy contract terminates and there will be no

withdrawal at i, i+ 1,. . . ,T − 1. Let E denote the set of admissible controls, where Γ = (γ1, γ2, . . . , γT−1) ∈ E .

We consider an adapted control process Γ : Ω × T → E, where E is measurable with respect to the filtered

probability space (Ω,F , Q). The bonus (roll-up) feature provides an incentive for the policyholder to choose

zero withdrawal in order to take advantage of the proportional growth of the benefit base as bonus. From the

issuer’s perspective, the reduction of withdrawal amount leads to a lower chance of “ruined”, where Wt drops

to zero value. Note that the withdrawal amount γi at year i may take value from zero up to the maximum

of the policy fund value (corresponding to complete surrender). The policy fund value will be depleted by γi
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upon withdrawal of amount γi at year i, so

Wi = (Wi− − γi)+ , 0 ≤ γi ≤ max (Wi− , GAi−) , (2.2)

where x+ denote max(x, 0). Note that even when Wi− is lower than GAi− , the policyholder is entitled to

withdraw GAi− as guaranteed by the provision in GLWB. Complete surrender corresponds to γi = Wi− , where

Wi− > GAi− . Besides the death event, the surrender event is the other scenario that leads to termination of

the policy contract.

For an excessive withdrawal beyond the contractual amount GAi− at year i, a proportional penalty charge

ki is applied on γi −GAi, so the cash flow fi (γi;Ai−) received by the policyholder at year i is given by

fi (γi;Ai−) =

{
γi if 0 ≤ γi ≤ GAi−
GAi− + (1− ki)(γi −GAi−) if GAi− < γi ≤Wi−

. (2.3)

As a summary, γi is capped by max (Wi− , GAi−). That is, the policyholder is entitled to withdraw up to GAi−

when Wi− ≤ GAi− while the withdrawal amount is capped by Wi− when Wi− > GAi− .

When the calendar time moves across year i, the benefit base Ai applied over the period [i, i+ 1) may be

increased either by the roll-up feature or step-up feature. Suppose the policyholder chooses not to withdraw

at year i, then the benefit base is increased proportionally by the bonus rate bi, where

Ai = Ai− (1 + bi) if γi = 0. (2.4a)

When γi is larger than GAi− , where GAi− < γi ≤ Wi− , not only that there will be a proportional penalty

charge on the excess withdrawal amount γi − GAi− , the benefit base is reduced by the factor
Wi−−γi

Wi−−GAi−
. In

particular, when γi = Wi− , the benefit base is reduced to zero. This corresponds to complete surrender.

On the other hand, when γi > 0, the ratchet provision (step-up) is activated on a ratchet date when the

benefit base Ai stays below Wi = (Wi− − γi)+ after withdrawal of γi. Under this scenario, the benefit base Ai

is adjusted upward to Wi− − γi right after withdrawal of γi. The jump condition on the benefit base arising

from the ratchet provision on a ratchet date is given by

Ai =

max
(
Ai− , (Wi− − γi)+ 1{i∈T e}

)
if 0 < γi ≤ GAi−

max
(

Wi−−γi
Wi−−GAi−

Ai− , (Wi− − γi) 1{i∈T e}
)

if GAi− < γi ≤Wi− .
(2.4b)

In summary, the values of Wi and Ai right after time i have dependence on their values Wi− and Ai−

right before time i and the control withdrawal amount γi, We define the vector function h (Wi− , Ai− ; γi) that

characterizes the jump conditions on Wi and Ai due to either the roll-up (bonus) or step-up (ratchet) feature
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across time i as follows:(
Wi

Ai

)
= h (Wi− , Ai− ; γi)

=



 Wi−

max
(
Ai− (1 + bi) ,Wi−1{i∈Te}

)
 if γi = 0 (Wi− − γi)+

max
(
Ai− , (Wi− − γi)+ 1{i∈Te}

)
 if 0 < γi ≤ GAi− Wi− − γi

max
(

Wi−−γi
Wi−−GAi−

Ai− , (Wi− − γi) 1{i∈Te}

)  if GAi− < γi ≤Wi−

. (2.5)

Note that the benefit base process At remains constant over [i, i+ 1) since there is no change of the benefit

base over the period. On the other hand, the fund value process Wt exhibits random moves over [i, i + 1)

according to the assumed stochastic volatility dynamics. It is then convenient to normalize the fund value

process Wt over [i, i+ 1) by Ai in our later Monte Carlo simulation calculations in order to achieve dimension

reduction of the pricing model.

The value function V (W,A, i) decreases by the net amount received by the policyholder fi (γi;Ai−) across

the withdrawal date i when γi > 0. The two state variables W and A in the value function V exhibit jumps

across a withdrawal date as well.

Payoff values upon death and surrender events

Suppose the payment to the beneficiary occurs at year i, the policy contract terminates. Correspondingly,

there will be no withdrawal, so γi = 0. The termination value of the policy on the death payment date i is

given by

V (W,A, v, i) = W. (2.6)

The policy also terminates at year i when complete surrender occurs, where γi = Wi− > GAi− . The value

function on the surrender date i is equal to GAi− + (1− ki) (Wi− −GAi−), which is the withdrawal amount

net of proportional penalty charge ki applied on Wi− −GAi− .

Mathematical formulation of the value function

We let τ be a F-stopping time taking values in the set T at which the policyholder chooses optimally to

surrender the policy contract, that is,

τ = inf {i ∈ T |γi = Wi− > GAi−} .

Following the usual notational convention, we take τ =∞ if the policyholder dies before the surrender event

occurs.

Conditional on a given control process Γ, the value function of the contract at time 0 is given by the risk

neutral expectation of the discounted cash flows received by the policyholder. The value function V (W,A, 0)
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at initiation is then given by taking the supremum among Γ chosen within the admissible strategy set E , where

V (W,A, v, 0) = sup
Γ∈E

EQ

τ∧(T−1)∑
i=1

e−ri [pifi (γi;Ai−) + pi−1qi−1Wi− ] + 1{τ>T−1}e
−rT pT−1WT

 . (2.7)

Note that the stopping time τ would be specified once the optimal control process Γ has been chosen.

3 Regression-based Monte Carlo simulation algorithms

The numerical solution of the stochastic control model of the GLWB poses mathematical challenges due to

high dimensionality of the model, complex path dependence on the underlying fund value process due to

withdrawal and ratchet / bonus events, and search of the optimal stochastic control on withdrawal strategies.

The finite difference solution approach faces with the curse of dimensionality, which may be alleviated with

some simplifying assumption on the dynamics of the policy fund process. For example, Forsyth and Vetzal

(2014) use the finite difference scheme for pricing GLWB under the regime switching model. In recent years,

the regression-based Monte Carlo simulation algorithms have been commonly adopted in pricing life insurance

contracts and variable annuities with early surrender feature (Andreatta and Corradin, 2003; Bacinello et

al., 2010). The regression-based Monte Carlo simulation algorithms (Longstaff and Schwartz, 2001; Tsitsiklis

and Van Roy, 2001) for solving American option models are directly relevant in our pricing model of GLWB

since the early surrender feature resembles closely to the American early exercise feature. In particular,

we illustrate how to extend the regression-based Monte Carlo simulation algorithms to solve the associated

stochastic control models of GLWB. The ease of implementation is facilitated by the bang-bang analysis of

the strategy space of optimal withdrawal policies, which reduces the optimal withdrawal policies to the three

choices: zero withdrawal, withdrawal at the contractual guaranteed amount or complete surrender.

First of all, we would like to formulate the dynamic programming procedure over successive time intervals

[i, i+1), i = 0, 1, . . . , T−1. The main challenge is the determination of the control process Γ = (γ1, γ2, . . . , γT−1)

as part of the solution of the stochastic control model. We compute V (W,A, v, 0) recursively by the following

dynamic programming procedure:

V
(
W,A, v, T−

)
= pT−1WT

V
(
W,A, v, i−

)
= pi−1qi−1Wi− + pi sup

γi∈[0,max(Wi− ,GAi−)]

{
fi (γi;Ai−)

+ e−rEQ

[
V
(
W,A, v, (i+ 1)−

) ∣∣∣∣
(
Wi

Ai

)
= h (Wi− , Ai− ; γi) , vi = v

]}
, i = 1, 2, . . . , T − 1,

(3.1)

V (W,A, v, 0) = e−rEQ
[
V
(
W,A, v, 1−

)]
.

In the dynamic programming procedure over [i, i + 1), i = 1, 2, . . . , T − 1, it is necessary to determine

γi ∈ [0,max (Wi− , GAi−)] such that the sum of the cash flow fi (γi;Ai−) and the conditional expectation

e−rEQ

[
V
(
W,A, v, (i+ 1)−

) ∣∣∣∣
(
Wi

Ai

)
= h (Wi− , Ai− ; γi) , vi = v

]
is maximized. The key challenge is to find

the optimal control γi at time i, i = 1, 2, . . . , T − 1. In our Monte Carlo simulation algorithm, the conditional
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expectation under the optimal choice of γi is estimated using the regression-based algorithm, the details

of which are presented below. The success in the implementation of the least squares regression technique

(Longstaff and Schwartz, 2001; Tsitsiklis and Van Roy, 2001) relies on the simplication of the strategy space

of withdrawal policies to the three choices: γi = 0 (zero withdrawal), γi = GAi− (contractual guaranteed

amount) and γi = Wi− (complete surrender).

The presentation of our regression-based Monte Carlo simulation algorithm is organized as follows. First,

we establish the proposition on the bang-bang analysis of the strategy space of withdrawal policies of the

GLWB model. We then present the discretized Euler schemes for the simulation of the fund value process

under the two stochastic volatility models: ONE model and 3/2-model. The main ingredient of our Monte

Carlo algorithm is the least squares regression procedure in the determination of the optimal withdrawal

control variables and the conditional expectation of the value function. It is observed that a high proportion

of the simulation paths of the fund value process result in zero fund value before termination. By taking

advantage that the “zero” state is an absorbing state for the fund value, we manage to obtain the closed form

solution for the value function when the fund value hits the zero value. This would save the simulation time

in the Monte Carlo calculations quite substantially. Lastly, we establish the convergence proof of our Monte

Carlo simulation algorithm.

3.1 Bang-bang analysis of the strategy space of withdrawal policies

Azimzadeh and Forsyth (2014) apply the bang-bang analysis to establish that the strategy space of discrete

withdrawal policies of the GLWB model under the regime switching framework is limited to either zero with-

drawal, withdrawal of contractual amount and complete surrender. Under the assumed stochastic volatility

dynamics for the underlying fund value process in our GLWB model, according to Corollary 4.2 in Azimzadeh

and Forsyth (2014), the existence of a similar set of optimal bang-bang control policies is ensured provided

that the European option price function preserves convexity. That is, for any convex terminal payoff function,

the corresponding European option price would be always convex in the underlying asset price.

By applying the comparison results for stochastic volatility models via the coupling technique presented in

Hobson (2010), we can establish the convexity preservation property of the European option price function for

the 3/2-model, the details of which are stated in Proposition 1. By following a similar approach, one would

also establish convexity preservation property for the Heston model and ONE model.

Proposition 1 - Convexity of European price function under the 3/2-model

Suppose the dynamics of Wt and vt under the filtered probability space (Ω,F , Q) is governed by the following

3/2-stochastic volatility model

dWt = (r − η)Wt dt+
√
vtWt dB

W
t (3.2a)

dvt = κvt (θ − vt) dt+ εv
3
2
t dB

v
t , (3.2b)

where dBW
t dB

v
t = ρ dt. For any convex terminal payoff function Φ (WT ), the corresponding time-0 European

price function as given by

φ (w, v) = e−rTEQ [Φ (WT ) |W0 = w, v0 = v]

is also convex.
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The proof of Proposition 1 is presented in Appendix A. Once the strategy space of the optimal withdrawal

policies is only limited to three choices, it becomes computationally plausible to adopt the regression-based

Monte Carlo simulation. On each withdrawal date, the estimated continuation value obtained from the least

squares regression is compared with the complete surrender value and the bonus value under zero withdrawal.

In the dynamic programming procedure, the maximum value among these three values is taken.

3.2 Closed form solution for the value function at zero fund value

When a simulated path of the fund value process happens to correspond to the scenario of non-performance

of the fund, the fund value may hit the zero value at some time prior to maturity T . Based on the bang-bang

analysis, the strategy space of withdrawal policies at zero fund value is limited to either zero withdrawal

or withdrawal of contractual amount GA since the choice of complete surrender is ruled out. Intuitively,

the optimal withdrawal policies strike the balance between the growth of the benefit base, time value of the

contractual withdrawals received and the mortality distribution. We let V0 (A, t) denote the time-t value

function of the GLWB at zero fund value, where W = 0. Let i0 be the next withdrawal date right after time

t, where i0 = inf {i : i > t}. It is obvious that

V0 (A, t) = 0 when i0 = T ,

since there will be no more guaranteed withdrawal beyond t. Next, when i0 = T − 1, the policyholder should

withdraw the contractual amount GA at i0 since this would be the last guaranteed withdrawal before maturity.

Therefore, we have

V0 (A, t) = e−r(T−1−t)pT−1GA when i0 = T − 1.

To determine V0 (A, t) for i0 ≤ T − 2, it is necessary to characterize the optimal withdrawal policies on the

future successive withdrawal dates {i0, i0 + 1, . . . , T − 1} beyond t.

The strategy γ = 0 means forfeiture of GA on the withdrawal date in return for an increment of the

benefit base that would generate higher contractual withdrawals on later withdrawal dates. Therefore, the

zero withdrawal strategy would be adopted on earlier withdrawal dates while withdrawal of contractual amount

would be adopted on later withdrawal dates closer to maturity. Indeed, we can establish the following optimal

withdrawal policies under W = 0. There exists i∗G such that the optimal withdrawal amount on withdrawal

date i is given by

γi =

0 i0 ≤ i < i∗G

GAi i∗G ≤ i ≤ T − 1
,

where i∗G assumes some value between i0 and T − 1, inclusively. The value function V0 (A, t) is determined by

choosing i∗G that maximizes the sum of present value of all future withdrawals based on the optimal withdrawal

policies. The analytic representation of V0 (A, t) for i0 ≤ T − 2 is presented in Proposition 2.
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Proposition 2

Given that the bonus rate bi is non-increasing in i and the death probability qi is non-decreasing in i. The

time-t value function V0 (A, t) of the GLWB at zero fund value is given by

V0 (A, t) = max
i∗G∈{i0,i0+1,...,T−1}


i∗G−1∏
i=i0

(1 + bi)

 T−1∑
k=i∗G

e−r(k−t)pk

GA, (3.3)

for i0 ≤ T − 2, where i0 = inf {i : i > t}.

The proof of Proposition 2 is presented in Appendix B.

3.3 Regression-based Monte Carlo algorithm

First, we would like to comment on the generation of Monte Carlo simulation paths of the fund value process

under the 3/2-model and ONE model. Unlike the Heston model, the literature on the simulation of Monte

Carlo paths under the 3/2-model and ONE model has been relatively thin. Baldeaux (2012) proposes the

exact simulation of the 3/2-model as an extension of the Broadie-Kaya (2006) exact simulation algorithm for

the Heston model. However, the computational effort in the evaluation of the distribution of the conditional

integrated variance is quite involved (requiring numerical evaluation of the modified Bessel functions). In terms

of overall computational efficiency and ease of computation, we find that the exact simulation algorithm may

not compete favorably well with the Euler scheme in the generation of simulation paths under the 3/2-model

and ONE model. It is commonly known that the Euler discretization of the Heston model may have a positive

probability of generating negative value for the stochastic variance process. Lord et al. (2010) propose

a modified Euler-type scheme with special treatment for the negative variance. Their extensive numerical

experiments demonstrate that their Euler scheme outperform all other discretization schemes, including the

exact simulation algorithm of Broadie and Kaya (2006). In our numerical calculations of generating the

Monte Carlo simulation paths, we use Lord’s modified Euler scheme for the ONE model. By adopting the

log-transformed variance variable in the 3/2-model, the nuisance of potential occurrence of negative variance

value would not occur. On the other hand, the usual Euler scheme is used for the path simulation of the

3/2-model in our calculations. The discussion on the convergence analysis of the Euler scheme and Lord’s

modified Euler scheme for various stochastic volatility models can be found in Higham and Mao (2005) and

Lord et al. (2010).

3.3.1 Euler discretized schemes

Under the filtered probability space (Ω,F , Q), the ONE model assumes the following dynamics

dWt = (r − η)Wt dt+
√
vtWt dB

W
t (3.4a)

dvt = κ (θ − vt) dt+ εvt dB
v
t , (3.4b)

where dBW
t dB

v
t = ρ dt. We let Ŵj and v̂j denote the time-discretized approximation to Wt and vt at time jh,

respectively, where h > 0 is the constant time step. Starting with Ŵ0 = W0 and v̂0 = v0, based on the Lord’s

approach of ensuring non-negative value for the discretized variance, the modified Euler discretization of the
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ONE model is constructed as follows

Ŵj+1 = Ŵj exp

{(
r − η − v̂j

2

)
h+

√
v̂jhZ

W
j+1

}
ṽj+1 = ṽj + κ

(
θ − ṽ+

j

)
h+ εṽ+

j

√
hZvj+1 (3.5)

v̂j+1 = ṽ+
j+1, j = 0, 1, . . .

Here,
(
ZW1 , Zv1

)
,
(
ZW2 , Zv2

)
, . . . , are independent two-dimensional vectors of standard normal random variables,

where ZWj and Zvj are correlated with correlation coefficient ρj , j = 0, 1, . . . . More specifically, we have the

usual Euler scheme when ṽj is non-negative. When ṽj falls below zero, then it increases at the drift rate κθ

over the time interval h. This gives

ṽj+1 = ṽj + κθh and v̂j+1 = ṽ+
j+1. (3.6)

For the 3/2-model defined in eqs. (3.2a,b), we take the log-transformation of Wt and vt so that the governing

stochastic differential equations for lnWt and ln vt become

d lnWt =
(
r − η − vt

2

)
dt+

√
vt dB

W
t (3.7a)

d ln vt = κ̃
(
θ̃ − vt

)
dt+ ε

√
vt dB

v
t , (3.7b)

where κ̃ = κ + ε2

2 and θ̃ = κθ

κ+ ε2

2

. The log-transformation ensures positivity of Wt and vt so that the usual

Euler discretization can be applied.

3.3.2 Three-step regression-based algorithm

The core of the least squares algorithm consists of three key steps. In the first step, we perform simulation

runs for the paths of the policy fund value, benefit base and variance by presetting the control for the with-

drawal to be the contractual withdrawal amount on all withdrawal dates. This first step serves to generate

simulation paths for the later conditional expectation calculations. This is similar to the least squares Monte

Carlo algorithm for valuation of an American option where simulation paths are first generated by assuming

“continuation” on each exercise date. The optimal strategy is later determined using the dynamic program-

ming principle. Since the benefit base Ai stays constant over [i, i + 1), i = 0, 1, . . . , T − 1, and thanks to

the homogeneity property of the value function, we achieve dimension reduction by normalizing the value

function at (i+ 1)− and the state variables at i by the constant benefit base Ai for each interval [i, i + 1),

i = 0, 1, . . . , T − 1. In the second step, we approximate the conditional expectation of the normalized value

function by regressing between the normalized value function at (i+ 1)− and the normalized fund value and

variance at i. In the third step, we recover the original conditional expectation by multiplying the benefit base

Ai, then determine the optimal strategy and the value function at i− by incorporating the jump conditions

at time i and exerting the bang-bang analysis of the strategy space. The last two steps constitute a recursive

procedure, starting with the initiation of the known terminal payoff at time T .

The details of the last two steps are presented as follows. Let h1 (Wi− , Ai− ; γi) and h2 (Wi− , Ai− ; γi) denote

the first and second component of h (Wi− , Ai− ; γi), respectively. Note that the benefit base Ai is simply

equal to the second component h2 (Wi− , Ai− ; γi), which stays at the same value over [i, i + 1). Recall that in
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the conditional expectation calculations over successive time intervals, we take advantage of the homogeneity

property of the price function of GLWB with respect to Ai. We normalize Wt and V (W,A, v, t) by Ai as

follows

W̃t = Wt/Ai and Ṽ
(
W̃ , v, t

)
= V (W,A, v, t) /Ai, t ∈ [i, i+ 1).

After normalizing the value function and fund value by Ai over [i, i+ 1), i = 1, 2, . . . , T − 1, eq. (3.1) becomes

V
(
W,A, v, i−

)
= pi−1qi−1Wi− + pi sup

γi

{
fi (γi;Ai−)

+ e−rAiEQ

[
Ṽ
(
W̃ , v, (i+ 1)−

) ∣∣∣∣W̃i = h̃1 (Wi− , Ai− ; γi) , vi = v

]}
, i = 1, 2, . . . , T − 1,

where h̃1 (Wi− , Ai− ; γi) is defined by h1 (Wi− , Ai− ; γi) /Ai. By virtue of the bang-bang analysis of the strategy

space, we can limit the search for the optimal γi to only three choices so that the above equation reduces to

V
(
W,A, v, i−

)
= pi−1qi−1Wi− + pi max

γi∈{0,GAi− ,Wi−}

{
fi (γi;Ai−)

+ e−rAiEQ

[
Ṽ
(
W̃ , v, (i+ 1)−

) ∣∣∣∣ W̃i = h̃1 (Wi− , Ai− ; γi) , vi = v

]}
,

i = 1, 2, . . . , T − 1. (3.8)

The next step is to approximate the conditional expectation in eq. (3.8) by regression, where the regression

takes the form

EQ

[
Ṽ
(
W̃ , v, (i+ 1)−

) ∣∣∣∣W̃i = W̃ , vi = v

]
≈

J∑
j=1

β
(J)
ij ψj

(
W̃ , v

)
= Ψ

(
W̃ , v

)
β

(J)
i . (3.9)

Here,

Ψ
(
W̃ , v

)
=
(
ψ1

(
W̃ , v

)
, . . . , ψJ

(
W̃ , v

))
is the vector of basis functions and

β
(J)
i =

(
β

(J)
i1 , β

(J)
i2 , . . . , β

(J)
iJ

)T
is the vector of the regression coefficients. The basis functions adopted in the our algorithm are chosen to be

the Laguerre polynomials with the damping factor e−
x
5 . The multiplication of the damping factor avoids the

occurrence of exceedingly large values in the basis functions. We will present a criteria for the computational

effectiveness of the basis functions and damping factor at the end of this subsection. We use the superscript

m to denote the mth realized path and M to denote the total number of sample paths. For a given fixed value

of M , we then solve for the vector of regression coefficients β
(M,J)
i by the following least squares regression

β
(M,J)
i = arg min

βi∈RJ

M∑
m=1

[
Ψ
(
W̃

(m)
i , v

(m)
i

)
βi − Ṽ

(
W̃ (m), v(m), (i+ 1)−

)]2
. (3.10)

In the numerical procedure, the true value Ṽ
(
W̃ (m), v(m), (i+ 1)−

)
is unknown and has to be replaced by
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the estimated value Ṽ
(
W̃ (m), v(m), (i+ 1)− ;β

(M,J)
i+1

)
, where the conditional expectation is approximated by

the regressed value based on the regression with coefficients β
(M,J)
i+1 . To initiate the recursive algorithm,

Ṽ
(
W̃ (m), v(m), T−

)
is set to be the known normalized terminal payoff.

Once the regression coefficients β
(M,J)
i have been obtained, the optimal control γ∗i can be found by com-

paring the three decision choices {0, GAi− ,Wi−} in eq. (3.8). In terms of the optimal control γ∗i , we have

V
(
W (m), A(m), v(m), i−;β

(M,J)
i

)
= pi−1qi−1W

(m)
i− + pi

[
fi

(
γ∗i ;A

(m)
i−

)
+ e−rA

(m)
i Ψ

(
h̃1

(
W

(m)
i− , A

(m)
i− ; γ∗i

)
, v(m)

)
β
(M,J)
i

]
. (3.11)

We perform the above procedure in backward induction on i to obtain the regressed coefficients βi, i =

1, 2, . . . , T − 1. The final step would be the approximation of V (W,A, v, 0) by the average of the discounted

value of V
(
W (m), A(m), v(m), 1−;β

(M,J)
1

)
.

Since the tenor of the GLWB product is long and the policy fund value decreases by the insurance fee

and withdrawal amount with the passage of the calendar time, a significant portion of the simulation paths

will end with zero policy fund value. Under such scenario, the paths with positive policy fund value become

outliers when we include the paths with zero policy fund value in the regression procedure, leading to unreliable

and unstable regressed results, especially for the paths with positive policy fund value. When W̃i is zero in

eq. (3.8), we use the analytical solution instead of the regressed value for the conditional expectation. The use

of the analytical solution of the value function when the fund value W is zero can reduce the computation

work in the Monte Carlo algorithm and improve numerical stability as well as accuracy of the algorithm. Also,

the regression procedure in eq. (3.10) only involves those paths that have positive normalized fund value. By

doing this, the approximation error due to regression is reduced and the computation time required for the

regression procedure is lowered. This approach follows a similar spirit of regressing the in-the-money paths in

valuation of American options (Longstaff and Schwartz, 2001).

We summarize the numerical procedure for the Least Squares Monte Carlo algorithm as follows.

Least Squares Monte Carlo algorithm (LSMC algorithm)

1. We preset the control process Γ to be the contractual guaranteed withdrawal amount on each withdrawal

date and simulate M independent realized paths of the policy fund value, benefit base and variance as

denoted by
{

(W1− , A1− , v1−)(m) , (W2− , A2− , v2−)(m) , . . . , (WT− , AT− , vT−)(m)
}
,m = 1, . . . ,M .

2. On the terminal date T−, we set V
(
W (m), A(m), v(m), T−

)
= pT−1W

(m)
T− .

3. We apply the backward induction procedure for i = T − 1, . . . , 1, as follows

(a) Update the normalized fund value W̃
(m)
i and normalized payoff functionṼ

(
W̃ (m), v(m), (i+ 1)− ;β

(M,J)
i+1

)
by

W̃
(m)
i = h̃1

(
W

(m)
i− , A

(m)
i− ; γi

)
,

A
(m)
i = h2

(
W

(m)
i− , A

(m)
i− ; γi

)
,

Ṽ
(
W̃ (m), v(m), (i+ 1)− ;β

(M,J)
i+1

)
= V

(
W (m), A(m), v(m), (i+ 1)− ;β

(M,J)
i+1

)
/A

(m)
i .
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For i = T − 1, we use

V
(
W (m), A(m), v(m), T−

)
= pT−1W

(m)
T− .

(b) By choosing the paths that have positive value of W̃
(m)
i , we determine β

(M,J)
i by the regression

procedure shown in eq. (3.10).

(c) For the paths that have positive value of W
(m)
i− , we apply the dynamic programming procedure of

comparing the three values of the following payoff

pi−1qi−1W
(m)
i− + pi

[
fi

(
γi;A

(m)
i−

)
+ e−rA

(m)
i Ψ

(
h̃1

(
W

(m)
i− , A

(m)
i− ; γi

)
, v(m)

)
β

(M,J)
i

]
,

corresponding to γi taking either 0, GAi− or Wi−. We set V
(
W (m), A(m), v(m), i−;β

(M,J)
i

)
to be

the maximum value among the three payoffs. Note that Ψ
(
h̃1

(
W

(m)
i− , A

(m)
i− ; γi

)
, v(m)

)
β

(M,J)
i is

replaced by the analytical solution at zero policy fund value when h̃1

(
W

(m)
i− , A

(m)
i− ; γi

)
= 0.

(d) For the paths that have zero policy fund value W
(m)
i− , we set V

(
W (m), A(m), v(m), i−;β

(M,J)
i

)
to be

the analytical solution at zero fund value.

4. Lastly, we set V (W,A, v, 0) = e−r 1
M

M∑
m=1

V
(
W (m), A(m), v(m), 1−;β

(M,J)
1

)
.

Lower Biased algorithm (LB algorithm)

The estimated regression coefficients β
(M,J)
i determine the approximation of the conditional expectation for

the given state of policy fund value and variance. Indeed, how the optimal withdrawal strategy should be

adopted is implicitly informed by the regression coefficients obtained in the above numerical procedure. By

simulating a second set of Monte Carlo paths and applying the optimal withdrawal strategy deduced from the

first-pass estimator, the value of the GLWB contract can be estimated. This estimate is biased low since no

other withdrawal policy can be better than the optimal withdrawal policy. On the other hand, the estimated

value function derived from the regressed value directly [see eq. (3.11)] in the LSMC algorithm gives the upper

biased value of the GLWB (Glasserman, 2004). More precisely, when the sampling errors of the Monte Carlo

simulation calculations tend to zero, the lower biased estimate and upper biased estimate become the lower

bound and upper bound of the value of the GLWB. The spread between the lower biased and upper biased

estimates provides a measure of accuracy of the least squares fitting procedure achieved with the chosen set

of basis functions.

3.3.3 Convergence analysis of the Monte Carlo algorithm

There are two distinct types of approximations involved in the Monte Carlo algorithms. First, approximation

errors occur in the least squares regression procedure since we use a finite number of basis functions for the

conditional expectation calculations in the dynamic programming procedure. Second, only a finite number of

Monte Carlo simulation paths are employed for the estimation of the conditional expectation. The nonexact

simulation of the state variables under the discretized schemes may introduce another type of approximation

error. In our convergence proof of the Monte Carlo algorithm, we focus on the error analysis of the first

two types of approximation by assuming that the state variables are simulated exactly (Broadie and Kaya,
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2006; Baldeaux, 2012). Numerical tests verify that the errors caused by the discretized simulation schemes

are generally quite small. One may refer to Higham and Mao (2005) and Lord et al. (2010) for a discussion

of the error analysis arising from the discretization of the dynamic equations of the fund value process.

First, we prove that the error in the least squares regression procedure tends to zero as the number of

basis functions goes to infinity. Second, given a fixed number of basis functions, the error in the estimation

of conditional expectation from Monte Carlo simulation tends to zero as the number of simulation paths goes

to infinity. For the sake of simplicity, our error analysis does not include the procedure where the closed form

solution for the price function is used in the algorithm when the fund value becomes zero. The result of our

convergence analysis should remain valid even with the inclusion of the closed form solution when the fund

value becomes zero since no error is introduced by the exact closed form solution. Our proof differs from those

in the literature in two aspects, namely, the stochastic control nature of the GLWB model and complexity in

the jump conditions on each withdrawal date. There are related research works on convergence analysis of

the regression-based Monte Carlo simulation algorithms for solving optimal stopping problems. For example,

Longstaff and Schwarz (2001), Tsitsiklis and Roy (2001) and Clément et al. (2002) present the convergence

analysis of the relevant Monte Carlo simulation schemes in the context of pricing American options.

Under the preset control process Γ, the risk neutral state process {(Wt, At, vt) |0 ≤ t ≤ T} is a Markovian

process and the stochastic volatility model preserves convexity, which then ensures the bang-bang analysis of

the strategy space. Consider the time interval [i, i+ 1), we let X̃t, i ≤ t < i+ 1, denote the vector stochastic

process whose components are the normalized policy fund value W̃t, i ≤ t < i+ 1, and stochastic variance vt.

Throughout the following discussion, we let |x| denote the Euclidean norm of a vector x. We assume the set

of basis functions Ψ (·) = {ψj (·)} to satisfy the following conditions:

H.1 : For i = 1, 2, . . . , T − 1, Ψ
(
X̃i

)
is total in L2

(
σ
(
X̃i

))
; that is,

span Ψ
(
X̃i

)
=
{
c1ψ1

(
X̃i

)
+ · · ·+ cnψn

(
X̃i

)
: n ∈ N, c1, . . . , cn ∈ K, ψ1, . . . , ψn ∈ Ψ

}
is dense in L2

(
σ
(
X̃i

))
.

H.2 : For i = 1, 2, . . . , T − 1 and J ≥ 1, if
J∑
k=1

λkψk

(
X̃i

)
= 0 a.s., then λk = 0 for k = 1, 2, . . . , J .

The approximate value functions V (M,J) (W,A, v, 0) and V (J) (W,A, v, 0) are defined by

V (M,J) (W,A, v, 0) = e−r
1

M

M∑
m=1

V
(
W (m), A(m), v(m), 1−;β

(M,J)
1

)
, (3.12a)

and

V (J) (W,A, v, 0) = e−rEV
(
W,A, v, 1−;β

(J)
1

)
, (3.12b)

respectively. In our two-step proof, we would like to prove that (i) for any fixed J , V (M,J) (W,A, v, 0) converges

almost surely to V (J) (W,A, v, 0) as M goes to infinity, (ii) and V (J) (W,A, v, 0) converges to V (W,A, v, 0) as

J goes to infinity.

As an important mathematical property in the construction of the proof, we would like to remark that under
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condition H.2, the J-dimensional least squares estimator β
(J)
i has the following explicit recursive identity:1

β
(J)
i = e−r

(
R

(J)
i

)−1
E
[
Ṽ
(
X̃, (i+ 1)− ;β

(J)
i+1

)
Ψ(J)

(
X̃i

)]
.

Here, R
(J)
i is an J × J matrix, whose coefficients are given by(

R
(J)
i

)
1≤k,l≤J

= E
[
ψk

(
X̃i

)
ψl

(
X̃i

)]
.

Proposition 3

For i = 1, 2, . . . , T − 1, we have

lim
J→∞

V
(
W,A, v, i−;β

(J)
i

)
= V

(
W,A, v, i−

)
, (3.13)

in L2.

The proof of Proposition 3 is presented in Appendix C. By letting the number of basis functions go to

infinity, the direct consequence of Proposition 3 reveals that V (J) (W,A, v, 0) converges to V (W,A, v, 0). For

the remaining part, we would like to show that V (M,J) (W,A, v, 0) converges almost surely to V (J) (W,A, v, 0)

as M goes to infinity. The key steps in establishing the above results are summarized in Lemma 4 and

Proposition 5.

Lemma 4

For i = 1, 2, . . . , T − 1, β
(M,J)
i converges almost surely to β

(J)
i as M goes to infinity.

The proof of Lemma 4 is presented in Appendix D. Based on Lemma 4, it becomes readily to establish

that V (M,J) (W,A, v, 0) converges almost surely to V (J) (W,A, v, 0) as M goes to infinity.

Proposition 5

For i = 1, 2, . . . , T−1, V
(
W,A, i−;β

(M,J)
i

)
converges almost surely to V

(
W,A, i−;β

(J)
i

)
as M goes to infinity.

The proof of Proposition 5 is presented in Appendix E. Since

V (M,J) (W,A, v, 0) =
1

M

M∑
m=1

e−rV
(
W,A, 1−;β

(M,J)
1

)
, (3.14)

the result that V (M,J) (W,A, v, 0) converges almost surely to V (J) (W,A, v, 0) as M goes to infinity is the direct

consequence of Proposition 5 and the law of large numbers.

1For i = T − 1, Ṽ
(
X̃(m), (i+ 1)− ;β

(M,J)
i+1

)
is replaced by the normalized terminal payoff, which does not depend on the

regression estimator β.
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4 Numerical studies

In this section, we would like to demonstrate the performance of the Least Squares Monte Carlo algorithm

(abbreviated as LSMC) and the Low Biased algorithm (abbreviated as LB) for pricing the GLWB products

under various contractual provisions and the two stochastic volatility models: 3/2-model and ONE model. To

serve as a numerical validation, we compare the numerical results obtained from our algorithms with those

obtained by the finite difference scheme in Forsyth and Vetzal (2014) under the Geometric Brownian motion

assumption of the fund value process. We also conduct the sensitivity analysis of the GLWB price function by

varying the model parameters in the stochastic volatility models and contractual features, as well as adopting

sub-optimal withdrawal behavior of the policyholder. In addition, we examine the propensity of complete

surrender under various ratchet clauses and penalty charges.

4.1 Validation of numerical accuracy

We compare numerical accuracy and computational efficiency of the LSMC and LB algorithms with the finite

difference scheme in Forsyth and Vetzal (2014) in pricing the GLWB product under the assumption of the

optimal withdrawal behavior of the policyholder. In order to set the stage for numerical comparison, we

assume the dynamics of the underlying fund value to be governed by the Geometric Brownian motion, which

is the same as that adopted by Forsyth and Vetzal (2014) in their single regime case. The model and contract

parameters listed in Table 1 are taken as the “base” case in our numerical calculations.

Parameter Value
Volatility, σ 0.20
Interest rate, r 0.04
Penalty for excess withdrawal, k (t) 0 ≤ t ≤ 1 : 3%, 1 < t ≤ 2 : 2%,

2 ≤ t ≤ 3 : 1%, 3 < t ≤ 4 : 0%
Expiry time, T (years) 57
Initial payment, S0 100
Mortality DAV 2004R (65 year old male)

(Pasdika and Wolff, 2005)
Mortality payments At year end
Withdrawal rate, G 0.05 annual
Bonus (no withdrawal) 0.06 annual
Ratchet cycle Every three years
Withdrawal strategy Optimal
Withdrawal dates yearly

Table 1: Model and contract parameters used in the numerical comparison with Forsyth and Vetzal (2014).

Using the LSMC and LB algorithms, we compute the value of the GLWB product under four different

scenarios: “Base”, “No bonus”, “No surrender” and “No ratchet”, corresponding to Cases I, II, III and IV,

respectively, in Table 2. The numerical results in the second column in Table 2 are obtained using the

finite difference scheme in Forsyth and Vetzal (2014). To perform fair comparison in computational time and

accuracy, we adopt the bang-bang strategy and homogeneity property in the finite difference scheme. We also

utilize unequally spaced grid to enhance computational efficiency in the finite difference scheme. The bracket
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quantity in the second column is the CPU time required for the finite difference calculations. The third column

lists the number of Laguerre basis functions used in the regression. In the finite difference scheme, we use 581

nodes to discretize W and A with 2,280 steps in time discretization. We used 105 simulation paths for the

LSMC and LB algorithms. The standard deviation (SD) in the LSMC algorithm is seen to be smaller than

that of the LB algorithm. Also, the numerical results are quite insensitive to the number of basis functions

used in the regression calculations.

For all the cases considered, we observe a very good agreement of the numerical values of the GLWB price

computed by the two regression-based Monte Carlo algorithms and the finite difference scheme. The numerical

results calculated by the LSMC algorithm are slightly higher than the ones calculated by the LB algorithm,

thus illustrating high accuracy of the Monte Carlo algorithms since the true value of the contract must fall

between the estimates obtained from the LSMC and LB algorithms. The numerical results calculated by the

Monte Carlo algorithms using 105 simulation paths already achieve sufficiently high precision in a few seconds

of CPU time. We notice that the difference in numerical results computed by the LSMC and LB algorithms

in Case IV is slightly larger when compared to other cases. The slight decrease in accuracy may be attributed

to the no ratchet feature in Case IV. Without the ratchet feature, the simulated values of normalized fund

value W̃ are more scattered and the dispersion of the sample values renders the regressed value less accurate.

An increase in the number of basis functions is seen to improve numerical accuracy quite significantly. The

assumption of the exact payment time of the death benefit during the year does not have noticeable impact

on the price value of the GLWB contract. For example, suppose we change the time of mortality payments to

the beginning of year while other parameters remain the same, the numerical prices of LSMC and LB in Case

I in Table 2 increase to 100.047 an 100.019 respectively. The relative percentage of difference in values is less

than 0.1%.

Case Forsyth and Vetzal Number of basis functions
LSMC LB

price SD (CPU) price SD (CPU)

6 100.0381 0.0414 (5.1s) 99.9924 0.0950 (1.9s)

I 100 (64.5s) 9 100.0412 0.0413 (9.07s) 99.9588 0.0945 (3.34s)

11 99.9765 0.0414 (12.9s) 99.9481 0.0945 (4.9s)

6 100.1008 0.0407 (4.8s) 99.9696 0.0940 (1.7s)

II 100 (62.5s) 9 99.9384 0.0406 (9.2s) 99.9380 0.0942 (3.2s)

11 100.0655 0.0411 (12.1s) 99.9065 0.0945 (4.8s)

6 99.9485 0.0409 (4.5s) 99.9461 0.1154 (3.2s)

III 100 (63.0s) 9 99.9525 0.0414 (8.6s) 99.9430 0.1176 (7.1s)

11 99.9550 0.0409 (12.7s) 99.9275 0.1154 (9.9s)

6 100.0927 0.0402 (5.4s) 99.6639 0.0953 (2.0s)

IV 100 (64.3s) 9 99.9982 0.0401 (9.6s) 99.8992 0.0984 (3.3s)

11 100.0421 0.0406 (15.8s) 99.9071 0.0953 (5.8s)

Table 2. Comparison of numerical values of the GLWB price computed by the finite difference scheme (Forsyth and Vetzal,

2014) and the two regression-based Monte Carlo algorithms.

We also investigate the separation of the optimal withdrawal strategy regions obtained by the finite dif-
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ference scheme and the LSMC algorithm at t = 1. By virtue of homogeneity property of the GLWB price

function, the separation of different regions of optimal withdrawal strategy is characterized by the threshold

values of the normalized fund value W/A . The numerical values of the threshold values shown in Figure

1 reveal a very good agreement between the finite difference scheme and the LSMC algorithm (using 106

simulation paths and 11 Laguerre basis functions with the damping factor e−x/5).

4.2 Numerical calculations of GLWB price under 3/2-model and ONE model

The parameter values of the 3/2-model and ONE model used in our numerical calculations are taken from

Christoffersen et al. (2010) based on empirical calibration from S&P 500 option prices. Tables 3 and 4 list

the parameter values in the stochastic volatility models and the relevant contractual features in the GLWB

product, respectively. In the Monte Carlo calculations, we used 106 simulation paths, 200 time steps per year

in the discretized scheme, the first eleven Laguerre basis functions with e−
x
5 as the damping factor for the

normalized fund value W̃ and the first four Laguerre basis functions with e−
x
5 as the damping factor for the

variance v.

κ θ ε v0 ρ µ r

3/2 model 32.8837 0.1147 7.9115 0.1147 -0.7321 0.07 0.04

ONE model 1.7869 0.0648 1.505 0.0648 -0.7581 0.07 0.04

Table 3: Parameter values in the 3/2-model and ONE model.

Parameter Value
Penalty for excess withdrawal, k (t) 0 ≤ t ≤ 1 : 6%, 1 < t ≤ 2 : 5%,

2 ≤ t ≤ 3 : 4%, 3 < t ≤ 4 : 3%,
4 ≤ t ≤ 5 : 2%, 5 < t ≤ 25 : 1%,

25 < t ≤ T : 0%
Expiry time, T (years) 57
Initial payment, S0 100
Insurance fee, η 1.96%
Mortality DAV 2004R (65 year old male)

(Pasdika and Wolff, 2005)
Mortality payments at year end
Withdrawal rate, G 0.05 annual
Bonus (no withdrawal) 0.07 annual
Ratchet cycle every five years
Withdrawal strategy optimal
Withdrawal dates yearly

Table 4: Contract parameters of the GLWB product.

The insurance fee (see Table 4) is said to be fair when the value of the contract equals the initial premium

S0. The fair insurance fee is computed by a combination of the secant method and Monte Carlo algorithms.

To facilitate the iterative procedure, we use 100,000 paths in the Monte Carlo algorithms when the iterative

value of GLWB stays far from 100. When the iterative value of GLWB is close to 100, we use a larger number
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of paths, say 1,000,000, in the Monte Carlo algorithms in order to achieve better accuracy. Since the variance

process has no relevance with the insurance fee, we can use the same set of simulation paths of variance for

each secant iteration to facilitate the numerical procedure. Unlike the variance process, we need to simulate

a new set of simulation paths of the policy fund value for each iteration due to the dependence of the fund

value process on the insurance fee. In our numerical experiments, the CPU times required for searching

an appropriate fair insurance fee is at most triple the CPU time for computing the value of the contract

for a fixed value of the insurance fee. Table 5 reports the numerical values of the GLWB price calculated

by the LSMC and LB algorithms under the 3/2-model and ONE model. The difference in the numerical

values of the GLWB price obtained from the LSMC and LB algorithms is seen to be small, indicating high

accuracy of our algorithms under the stochastic volatility models. The CPU time is higher compared to that

of the Geometric Brownian motion shown in Table 2, due to additional computational effort in the discretized

scheme for simulating the stochastic variance and requirement of a larger number of basis functions used in

the regression. For most practical uses, the speed of computation is sufficiently fast. The fair insurance fees

calculated under the 3/2-model and ONE model are very close to each other. In the following discussion, we

may refer to the numerical results in Table 5 as the “base case”.

Due to homogeneity property of the GLWB price function, the separation of optimal withdrawal regions is

characterized by the normalized fund values W̃ and stochastic variance v. Figure 2 illustrates the separation

of the optimal withdrawal regions in the (W̃ −v) plane on the first withdrawal date for 3/2-model. The choice

of the optimal withdrawal strategy is not quite sensitive to the level of stochastic volatility. We do observe

that the region of complete surrender decreases when variance v increases. This agrees with the intuition

that the embedded option value increases with higher variance. The higher embedded option value lowers the

propensity of the policyholder to choose “complete surrender”.

J LSMC LB

3/2-model

6 100.0905 (0.0182, 686.2s) 99.8981 (0.0412, 752.0s)

9 100.1560 (0.0183, 736.1s) 99.9335 (0.0405, 759.2s)

11 100.0547 (0.0182, 781.7s) 99.8492 (0.0407, 690.6s)

ONE model

6 100.1786 (0.0166, 711.9s) 99.9129 (0.0414, 795.5s)

9 100.0887 (0.0166, 723.3s) 99.8937 (0.0405, 798.2s)

11 100.0832 (0.0167, 680.9s) 99.8742 (0.0409, 739.5s)

Table 5: Numerical values of the fair price of GLWB that are calculated by the LSMC and LB under the 3/2-model and ONE

model. The numerical values shown in brackets are the standard errors and CPU time, respectively. Here, J is the number of

basis functions used for the normalized fund value. We use 3 Laguerre basis functions for the variance v in all calculations.

4.3 Sensitivity analysis

We would like to perform sensitivity analysis on the price of the GLWB by varying the model parameters,

embedded contractual features and the assumption on the policyholder’s withdrawal behavior. We used 105

simulation paths and let the physical drift rate µ to be 7%. In particular, we examine the impact of bonus

rate and ratchet provision on the optimal withdrawal strategies and the propensity of complete surrender over

the policy life.
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Bonus rate Cycle of ratchet event 3/2-model ONE model

0
2 100.3315 100.1453

5 98.8762 98.8202

0.04
2 100.3270 100.1795

5 98.8981 98.8691

0.07
2 101.4455 101.4247

5 99.9888 100.0043

0.08
2 103.0922 102.9962

5 101.6105 101.6007

Table 6: Sensitivity analysis of the contractual features on the GLWB price under the 3/2-model and ONE model. We list

the numerical values of the GLWB price with respect to varying bonus rates and cycles of ratchet (listed in the first two columns).

The numerical prices reported are the average of the numerical results calculated by the LSMC and LB algorithms.

In Table 6, we show the numerical values of the GLWB price using the LSMC and LB algorithms under

the 3/2-model and ONE model with respect to varying bonus rates and cycles of ratchet event. Here, the cycle

of ratchet event of n years indicates that the ratchet provision is applied after a time period of n years. Since

higher bonus rate and shorter cycle of ratchet event are beneficial to the policyholder, the numerical results

verify that the GLWB price increases when the bonus rate is higher and the cycle of ratchet events is shorter.

The GLWB price increases by 1.5% when the cycle of the ratchet events shortens from five years to two years.

When we lower the bonus rate from 8% to 4%, the price decreases by 3%. Interestingly, when the bonus rate

further reduces to zero, the price barely decreases when compared to the case of 4% bonus rate. To explain

this result, we observe that when the bonus rate is set at 4%, it still does not provide enough incentive for

the policyholder to choose the strategy of γ = 0. The incentive is even lower when the bonus rate becomes

lower. These observations are consistent with the numerical studies on optimal withdrawal strategies shown

in Figure 3 (to be discussed later).

In Table 7, we show the numerical values of the GLWB price using both the LSMC and LB algorithms

under the 3/2-model and ONE model with respect to varying values of correlation coefficient ρ and volatility

of variance ε. Similar to the property of insensitivity to the level of stochastic volatility, the GLWB price is not

quite sensitive to the correlation coefficient ρ. It is interesting to observe that the price of the GLWB decreases

with increasing value of ε under both models. For the 3/2-model, a similar phenomena of price decrease with

increasing value of ε has been reported by Yuen et al. (2015) in their pricing models of discrete variance swaps.

3/2-model

ε 5 7.9115 10

ρ -0.3 -0.5 -0.7 -0.3 -0.5 -0.7 -0.3 -0.5 -0.7

Price 103.5930 103.5721 103.4495 100.2829 100.1522 100.0860 98.3864 98.3027 98.2059

ONE model

ε 0.5 1.505 2.5

ρ -0.3 -0.5 -0.7 -0.3 -0.5 -0.7 -0.3 -0.5 -0.7

Price 100.9381 100.8698 100.8217 100.5581 100.3126 100.1294 99.4801 99.2421 98.8966

Table 7: Sensitivity analysis of the GLWB price with respect to the model parameters under the 3/2-model and ONE model.

We list the numerical values of the GLWB price with varying values of the correlation coefficient ρ and volatility of variance ε.

The numerical prices reported are the average of the numerical results calculated by the LSMC and LB algorithms.
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Using the contract parameters in Table 4, the numerical results in Table 8 show that the fair insurance fee

increases when the interest rate r is lower and long-term variance θ is larger. This is because lower interest

rate and larger long-term variance imply higher value of discounted guaranteed withdrawal cashflow stream

and higher value of embedded option of the GLWB, respectively. We also observe high level of sensitivity of

the fair insurance fee on the interest rate and long-term variance.

r = 0.03 r = 0.04 r = 0.05

θ = 0.09 0.0292 0.0180 0.0118

θ = 0.1147 0.0318 0.0196 0.0128

θ = 0.14 0.0343 0.0218 0.0142

Table 8: Sensitivity analysis of the fair insurance fee with respect to the long-term variance and interest rate level under the

3/2-model. We list the fair insurance fee with varying values of the long-term variance θ and the interest rate r.

We would like to examine the relative frequency of adoption of each of the 3 optimal withdrawal strategies

(i) γ = 0, (ii) γ = GA, (iii) γ = W over the policy life under the 3/2-model. The percentage of adoption of one

particular optimal withdrawal strategy at time i is calculated as the ratio of the number of simulations paths

adopting the strategy at time i over the total number of ongoing paths, with the exclusion of the paths that

have been terminated before time i due to complete surrender. The plots in Figure 3 show the probability

of each of the 3 optimal withdrawal strategies taken as the optimal choice at time i, given that the contract

has not been surrendered up to time i, i = 1, 2, . . . , T − 1. Our numerical calculations show that the results

under the ONE model are quite similar to the 3/2-model. The plots provide an important information that

the writer of the policy can use to estimate the future cashflows. Figure 3 reveals that zero withdrawal is

always suboptimal when the bonus rate is low (at the level of 4%). When the bonus rate is increased to 7%,

the policyholder chooses zero withdrawal as the optimal strategy on early withdrawal dates with almost 100%

certainty. The probability of choosing zero withdrawal becomes lower on later withdrawal dates. After 12 or

13 years since initiation, zero withdrawal is almost always suboptimal.

Next, we explore the impact of penalty charge on the choice of the optimal strategy of complete surrender.

We call the penalty charge setting in Table 4 to be “Penalty 1”. In another set of numerical calculations, we

consider another penalty charge setting “Penalty 2”, the details of which are shown in Table 9. “Penalty 2”

has a higher penalty rate than “Penalty 1”.

Penalty for excess withdrawal κ (t) 0≤t≤1: 10%, 1 < t ≤ 2: 9%,

2< t≤3: 8%, 3 < t ≤ 4: 7%,

4< t≤5: 6%, 5 < t ≤ 25: 5%

25< t ≤ T : 0%

Table 9: Penalty charge setting “Penalty 2”.

We examine the impact of bonus rate and ratchet provision on the distribution of the optimal time for

choosing complete surrender over the policy life of the GLWB under the two penalty charge schemes: Penalty

1 (Figure 4) and Penalty 2 (Figure 5). The plots in both figures show that in the fifth year, where there will

be a ratchet event right after the withdrawal event, the policyholder is prone not to surrender the contract so

as to take advantage of the ratchet feature. Hence, the complete surrender strategy tends to be postponed to
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the next year. While Figure 4 shows that complete surrender may occur in the first few years under Penalty

1, complete surrender almost does not occur before the sixth year under Penalty 2 (see Figure 5). This is

because the penalty rate under Penalty 2 is higher, especially at the early life of the contract.

Lastly, we compare the impact of different withdrawal strategies adopted by the policyholder that are

commonly assumed in the current literature. The “Suboptimal Strategy 1” means that the policyholder

would only take two strategies on each withdrawal date: γ = GA and γ = W . While the strategy of zero

withdrawal is always discarded under “Suboptimal Strategy 1”, the policyholder would choose the strategy

of complete surrender optimally so as to maximize the expected value of the discounted cash flows. The

“Suboptimal Strategy 2” refers to the static strategy: the policyholder only takes γ = GA until he or she dies.

Table 10 shows the significant difference in the GLWB price calculated based on the different assumptions

of the policyholder’s withdrawal behavior, especially when the bonus rate is high and penalty charge is low.

Interestingly, the GLWB prices under “Optimal Strategy” are almost the same as those under “Suboptimal

Strategy 1” when the bonus rate is set to be zero or 4%. This is because when the bonus rate is less than or

equal to 4%, zero withdrawal is suboptimal on each withdrawal date with almost sure certainty (see Figure 3).

Bonus rate Cycle (ratchet event) Penalty charge Optimal Strategy Suboptimal Strategy 1 Suboptimal Strategy 2

0 2 1 100.3315 100.2746 97.8960

0 2 2 98.9781 98.9669 97.8960

0 5 1 98.8762 98.8643 95.1451

0 5 2 97.2556 97.2013 95.1451

0.04 2 1 100.2770 100.2746 97.8960

0.04 2 2 98.9728 98.9669 97.8960

0.04 5 1 98.8981 98.8643 95.1451

0.04 5 2 97.2238 97.2013 95.1451

0.07 2 1 101.4455 100.2746 97.8960

0.07 2 2 99.8056 98.9669 97.8960

0.07 5 1 99.9888 98.8643 95.1451

0.07 5 2 98.1453 97.2013 95.1451

0.08 2 1 103.0922 100.2746 97.8960

0.08 2 2 101.6182 98.9669 97.8960

0.08 5 1 101.6105 98.8643 95.1451

0.08 5 2 99.7160 97.2013 95.1451

Table 10: Comparison of the GLWB prices under the optimal withdrawal strategy and the two other suboptimal withdrawal

strategies under varying values of the bonus rate, cycle of ratchet events and penalty charge schemes.

4.4 Hedging efficiency

We let B(·) be the money market account, S(·) be the underlying fund, W (·) be the policy fund value and

V (·) be the value of the GLWB. Between consecutive withdrawal dates, the value process Wt follows the same

dynamic equation as that of St except for the proportional insurance fee charged on the policy fund. On

each withdrawal date, unlike the underlying fund S, W decreases by the withdrawal amount chosen by the

policyholder. We use S as a tradable proxy to hedge the exposure of the GLWB on W . We construct a
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portfolio that consists of the money market account, underlying fund and GLWB as follows:

Π(t) = ∆B(t)B(t) + ∆S(t)S(t)− V (t),

where ∆B and ∆S are the number of holding units of the money market account and the underlying fund,

respectively. Also, we denote the number of holding units of the policy fund value by ∆W . By equating the

dollar values of the underlying fund and policy fund value in the portfolio, we have ∆SS = ∆WW . We impose

the self-financing condition on Π(t) with the initial value being zero. The value of Π(t) may be interpreted

as the profit and loss of the portfolio at time t. We consider three hedging strategies: (i) non-active hedging;

(ii) delta hedging; (iii) minimum variance hedging. Under non-active hedging, the insurance company puts

the upfront premium paid by the investor of the GLWB into the money market account and does not hold

any position in the underlying fund at any time, so that ∆S is identically zero throughout all times. For

the delta hedging strategy, ∆W is set to be ∂V
∂W , so that ∆S is equal to W

S
∂V
∂W . For the minimum variance

hedging strategy, ∆W is chosen to minimize the variance of the portfolio’s instantaneous changes. According

to Poulsen et al. (2009), ∆W for the minimum variance hedging under the 3/2-model is given by

∆W =
∂V

∂W
+ ρ

εv

W

∂V

∂v
.

Hence, we have

∆S =
W

S
(
∂V

∂W
+ ρ

εv

W

∂V

∂v
).

It is common to use the finite difference approximation for estimating the values of sensitivities (Glasserman,

2004). First, we compute the price function V at the grid points (Wi, Aj , vk, tl) and approximate ∂V
∂W and ∂V

∂v

by the centered difference formulas. By virtue of the homogeneity property of the price function, we use the

LSMC method to compute V at each grid point (W̃i, vk, tl), and conduct the above three hedging strategies

to investigate the hedging efficiency of the GLWB.

As an illustration, we present the numerical results of the hedging efficiency under the 3/2-model. Similar

procedure can be applied to other stochastic volatility models. We use the parameter values of the 3/2-model

in Table 3 and adopt the contract parameters of the GLWB listed in Table 11.

Parameter Value
Penalty for excess withdrawal, k (t) 0 ≤ t ≤ 1 : 6%, 1 < t ≤ 2 : 5%,

2 < t ≤ 3 : 4%, 3 < t ≤ 4 : 3%,
4 < t ≤ 5 : 2%, 5 < t ≤ 25 : 1%,

25 < t ≤ T : 0%
Expiry time, T (years) 57
Initial payment, S0 100
Insurance fee, η 2.28%
Mortality DAV 2004R (65 year old male)

(Pasdika and Wolff, 2005)
Mortality payments at year end
Withdrawal rate, G 0.05 annual
Bonus (no withdrawal) 0.04 annual
Ratchet cycle yearly
Withdrawal strategy optimal
Withdrawal dates yearly

Table 11: Contract parameters of the GLWB product.
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Figure 6 shows the plots of the numerical values of delta of GLWB against the policy fund value right

after the first withdrawal date at varying values of variance obtained from the LSMC algorithm. We observe

that the delta is positive and tends to some asymptotic value when the policy fund value is large. Figure 7

illustrates the vega of GLWB against the variance in response to 1% change in the variance at varying policy

fund values right after the first withdrawal date. When the policy fund value is 100, the vega values of GLWB

are larger than those of the other two cases. This is because when the policy fund value is the same as the

initial premium, the optionality embedded in the ratchet feature has a higher value than the other two cases.

Figure 8 shows the histogram for profit and loss at maturity with monthly hedging frequency using the

non-active hedging, delta hedging and minimum variance hedging strategies with 50,000 simulation paths.

Figure 9 illustrates the realized profit and loss for the three hedging strategies for 200 sample paths with

monthly hedging frequency. From Figures 8 and 9, the variance of the profit and loss of the delta hedging

and minimum variance hedging are seen to be much smaller than the non-active hedging. This indicates good

efficiency of the delta hedging and minimum variance hedging. The standard deviations of the profit and loss

by following the delta hedging and minimum variance hedging stay almost at the same level. The monthly

hedging procedure is too infrequent for the minimum variance hedging to be effective in reducing the standard

deviation of profit and loss. Since insurance companies usually rebalance their hedges quite infrequently, the

numerical results suggest that the delta hedging strategy would be favored among the three hedging strategies

since the delta hedging strategy is easier to implement and provides sufficiently good hedging efficiency.

There are other more sophisticated hedging strategies, such as the delta-gamma hedging (Gobet and

Makhlouf, 2012; Luciano et al., 2012), for structured derivatives. The success of employing these hedging

strategies relies on accurate sensitivity estimation, which is a challenging topic itself. Besides, the stochastic

control nature of the problem makes the sensitivity estimation using Monte Carlo simulation even more difficult.

One possible starting point to tackle this issue is using Malliavin calculus to write down explicit probabilistic

formulas for the greeks which are needed for hedging. Such representations of greeks allow for a direct and

efficient Monte-Carlo simulation (Fournié et al., 1999; Fournié et al., 2001). We leave the research into these

topics to future works.

5 Conclusion

We have developed effective regression-based Monte Carlo simulation algorithms for solving the stochastic

control models associated with pricing of the Guaranteed Lifelong Withdrawal Benefit (GLWB) in variable

annuities. While most earlier pricing models assume the Heston stochastic volatility model for the underlying

fund value process, we adopt the 3/2-model and ONE model for the dynamics of the fund value process.

We discard the Heston volatility model as a viable stochastic volatility model since empirical studies show

that the Heston volatility model leads to inconsistencies in the prescription of volatility dynamics. Thanks to

the theoretical result on the preservation of convexity of the European option price function under stochastic

volatility models, we derive the bang-bang control strategy on the optimal withdrawal policies. With the

simplification of the strategy space of optimal withdrawal policies to only three choices: zero withdrawal,

withdrawal at the contractual amount or complete surrender, the solution of the stochastic control GLWB

model by the regression-based Monte Carlo simulation algorithm becomes feasible. To enhance computational

efficiency, we derive the closed form solution of the GLWB model at zero fund value so that the GLWB price
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can be obtained by direct numerical evaluation once the fund value in the Monte Carlo simulation path hits

zero value. We also establish the convergence proof of the regression-based Monte Carlo simulation algorithms.

In the convergence proof, special attentions are paid to deal with the specific features of the stochastic control

model and complex jump conditions associated with the bonus and ratchet provisions on the withdrawal dates.

We have performed thorough comparison of the numerical results obtained by the regression-based algo-

rithms (LSMC and LB) and the finite difference scheme under the assumption of the Geometric Brownian

motion for the fund value process. Both the LSMC and LB algorithms reveal high level of numerical accuracy

and computational efficiency. We have performed extensive sensitivity analysis of the GLWB price function

with respect to different parameter values in the stochastic control models of GLWB. Similar to other related

pricing models under the 3/2-model, the GLWB price function is seen to be a decreasing function in volatility

of variance. For both the 3/2-model and ONE model, the GLWB price is not sensitive to varying values of the

correlation coefficient between the fund value process and variance process. We also perform the sensitivity

analysis of the GLWB function with respect to different contractual features. Our numerical calculations show

that high bonus rate and short cycle of ratchet event add more value to the GLWB price, which is consistent

with financial intuition. However, when the bonus rate is lower than some threshold, the GLWB price is not

sensitive to the bonus rate since zero withdrawal is always sub-optimal. We also compute the relative frequency

of each optimal withdrawal strategy over the policy life of the GLWB with respect to varying bonus rates and

cycles of ratchet event. Our calculations reveal the downward trend in the adoption of zero withdrawal as the

optimal strategy when the policyholder ages. On the other hand, the adoption of the contractual guaranteed

withdrawal exhibits an upward trend over the calendar time. Moreover, we study how the cycle of ratchet

event and penalty charges influence the optimal time of complete surrender. The propensity of choosing com-

plete surrender is higher on withdrawal dates that are right after a ratchet event. We also show how the high

penalty rate suppresses the propensity of adopting the strategy of complete surrender. In addition, we observe

that complete surrender becomes non-optimal as the policyholder ages. This phenomenon is attributed to the

higher probability of the policy fund value hitting zero value near the end of contract life. Furthermore, we

study the impact of different withdrawal strategy behaviors of the policyholder. The numerical results show

that there exists significant difference in the GLWB prices under different assumptions of the policyholder’s

withdrawal behavior. Lastly, we consider the profit and loss at maturity under the three hedging strategies

of non-active hedging, delta hedging and minimum variance hedging. Our calculations reveal that the delta

hedging strategy provides good hedging efficiency and ease of implementation when compared with the other

two hedging strategies.
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Appendix A - Proof of Proposition 1

It is convenient to express the governing stochastic differential equations for the 3/2-model in terms of Wt and

ut =
√
vt under the filtered probability space (Ω,F , Q) as follows:

dWt = (r − η)Wt dt+ utWt dB
W
t (A.1a)

dut =
(
aut + bu3

t

)
dt+ cu2

t dB
u
t , (A.1b)

with dBW
t dB

u
t = ρ dt, a = κθ

2 , b = −κ
2 −

ε2

8 and c = ε
2 . According to Theorem 3.1 in Hobson (2010), the

corresponding coupling of the pair (Wt, ut) is given by the following pair (Xt, Yt) that satisfy

dXt = Xt dB
X
t (A.2a)

dYt =

(
a

Yt
+ bYt

)
dt+ cYt dB

Y
t , (A.2b)

with dBX
t dB

Y
t = ρ dt, X0 = W0 and Y0 = u0. Based on Proposition 6.1 in Hobson (2010), the convexity

preservation property of the European price function is observed in the pair (Wt, ut) provided that there exists

a strong solution to the pair (Xt, Yt) defined by eqs. (A.2a,b). The proof of Proposition 1 is completed if we

manage to derive a strong solution for eqs. (A.2a,b).

First, we would like to establish the following technical result. Let Mt be governed by the stochastic

differential equation of the form

dMt = f (Mt, t) dt+ g (t)Mt dBt, M0 = m,

where f and g are continuous (deterministic) functions. Let the integrating factor Ft be defined by

Ft = exp

(
−
ˆ t

0
g (s) dBs +

ˆ t

0

g2 (s)

2
ds

)
.

We then have

d (FtMt) = Ftf (Mt, t) dt. (A.3)

The proof of this technical result can be established by direct calculus procedure. Next, we derive the (strong)

solution of eq.(A.2b) by applying eq. (A.3). Let f (y, t) = a
y + by and g (t) = c, the corresponding integrating

factor Ft is found to be

Ft = e
1
2
c2t−cBYt .

Define Zt = FtYt and by formula (A.3), we obtain
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dZt = Ftf

(
Zt
Ft
, t

)
dt =

(
bZt +

aF 2
t

Zt

)
dt.

Let Ht = e−btZt, we then have

dH2
t = 2ae−2btF 2

t dt.

Integrating the equation and taking the positive square root, we obtain the following strong solution for Yt

Yt =
Zt
Ft

= ecB
Y
t +(b− 1

2
c2)t

[ˆ t

0
2ae(c

2−2b)s−2cBYs ds+ v2

] 1
2

.

It is obvious that there exists a strong solution for eq. (A.2a) since the coefficient satisfies the Lipschitz

condition. By Proposition 6.1 in Hobson (2010), we then conclude that the 3/2-model observes the preservation

of convexity in the European price function.

Appendix B - Proof of Proposition 2

We would like to establish that once it is optimal to withdraw the contractual amount GA on some withdrawal

date, then it would be non-optimal to choose zero withdrawal on all later withdrawal dates. For simplicity

of the proof, we may assume the bonus rate bi to be the same for all i. The result remains valid since the

decreasing bonus rate gives more incentive for earlier adoption of γ = 0 strategy. It suffices to show that the

following pattern of sequence of withdrawal policies with withdrawal dates of adopting γ = 0 strategy lying

between withdrawal dates of adopting γ = GA

cannot be optimal. We prove by contradiction. Suppose we swap the strategy γ = 0 on the (j + 1)th date

with the strategy γ = GA on the kth date to obtain the following sequence:

Let b denote the (constant) bonus rate. Since the first sequence of strategies is optimal, so we have

e−r(k−t)pk (1 + b)k−j−1GAj+1 > e−r(j+1−t)pj+1GAj+1. (B.1)

Simplifying ineq. (B.1), we obtain

e−r (1 + b) >

(
pj+1

pk

) 1
k−j−1

. (B.2)

Alternatively, we consider the third sequence of strategies which is obtained by swapping the strategy γ = 0

on the (j + 1)th date by the strategy γ = GA on the jth date, where
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Again, since the first sequence of withdrawal strategies is optimal, so we deduce that

e−rjpjGAj > e−r(j+1)pj+1 (1 + b)GAj . (B.3)

Combining the above result with ineq. (B.2) and ineq. (B.3) yields

pj
pj+1

> e−r (1 + b) >

(
pj+1

pk

) 1
k−j−1

≥ pj+1

pj+2
, (B.4)

where last inequality is deduced by

(
pj+1

pk

) 1
k−j−1

=

(
pj+1

pj+2

pj+2

pj+3
. . .

pk−1

pk

) 1
k−j−1

=

(
1

1− qj+1

1

1− qj+2
. . .

1

1− qk−1

) 1
k−j−1

≥ 1

1− qj+1
(since qj+1 ≤ qj+2 ≤ · · · ≤ qk−1)

=
pj+1

pj+2
.

The derived result of
pj
pj+1

>
pj+1

pj+2
in ineq. (B.4) is contradicting with the assumption of qj ≤ qj+1. Hence,

once it is optimal to withdraw the contractual amount on some date i∗G, the optimal withdrawal strategy is to

continue to withdraw the contractual amount on all later withdrawal dates.

Once we have established the above optimal withdrawal policy on all withdrawal dates when the fund value

is zero, the solution of V0 (A, t) amounts to the determination of i∗G such that the following sum of discounted

expected withdrawal amounts
i∗G−1∏
i=i0

(1 + bi)

 T−1∑
k=i∗G

e−r(k−t)pk

GA
is maximized. Hence, V0 (A, t) is given by eq. (3.3).

Appendix C - Proof of Proposition 3

We proceed by induction on i. It is clear that the result is true for i = T since both value functions are

equal to the terminal payoff. Suppose it holds for i+ 1, we want to show that it is also true for i. Note that

V (W,A, v, i−) and V
(
W,A, v, i−;β

(J)
i

)
are given by

V
(
W,A, v, i−

)
= pi−1qi−1Wi− + pi max

{
fi (Wi− ;Ai−) ,

e−rh2 (Wi− , Ai− ; 0)E
[
Ṽ
(
X̃, (i+ 1)−

) ∣∣∣X̃i =
(
h̃1 (Wi− , Ai− ; 0) , v

)]
,

GAi− + e−rh2 (Wi− , Ai− ;GAi−)E
[
Ṽ
(
X̃, (i+ 1)−

) ∣∣∣X̃i =
(
h̃1 (Wi− , Ai− ;GAi−) , v

)]}
,

(C.1a)
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and

V
(
W,A, v, i−;β

(J)
i

)
= pi−1qi−1Wi− + pi max

{
fi (Wi− ;Ai−) ,

e−rh2 (Wi− , Ai− ; 0) Ψ(J)
(
h̃1 (Wi− , Ai− ; 0) , v

)
β

(J)
i ,

GAi− + e−rh2 (Wi− , Ai− ;GAi−) Ψ(J)
(
h̃1 (Wi− , Ai− ;GAi−) , v

)
β

(J)
i

}
. (C.1b)

We would like to remark on the notational interpretation of the two value functions: V (W,A, v, i−) and

V
(
W,A, v, i−;β

(J)
i

)
. The conditional expectation is approximated by the regressed value based on the re-

gression coefficients β
(J)
i in the determination of V

(
W,A, v, i−;β

(J)
i

)
, whereas V (W,A, v, i−) represents the

exact value function without using any approximation on the conditional expectation. The absolute differ-

ence
∣∣∣V (W,A, v, i−;β

(J)
i

)
− V (W,A, v, i−)

∣∣∣ depends on the optimal strategy γ
∗(J)
i and γ∗i . There are nine

combinations of the pair of optimal strategies as shown in the table below. For illustration, we only show the

convergence of the absolute difference to zero as J tends to infinity for case 2. The convergence of the absolute

difference to zero for all other cases can be established in a similar manner.

HH
HHH

HHγ∗
γ∗(J)

0 GA W

0 1 2 3

GA 4 5 6

W 7 8 9

For case 2, it is slightly more complicated than case 5 due to discrepancy in the optimal strategies. We

rewrite the absolute difference of the two value functions as follows∣∣∣V (W,A, v, i−;β
(J)
i

)
− V

(
W,A, v, i−

)∣∣∣
=
[
V
(
W,A, v, i−;β

(J)
i

)
− V

(
W,A, v, i−

)]
1{

V
(
W,A,v,i−;β

(J)
i

)
≥V (W,A,v,i−)

}
+
[
V
(
W,A, v, i−

)
− V

(
W,A, v, i−;β

(J)
i

)]
1{

V
(
W,A,v,i−;β

(J)
i

)
<V (W,A,v,i−)

}. (C.2)

Since the optimal strategies under case 2 for V
(
W,A, v, i−;β

(J)
i

)
and V (W,A, v, i−) are assumed to be

GA and 0, respectively, we bound the first term in (C.2) by shifting to the sub-optimal strategy of GA for
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V (W,A, v, i−). We then have[
V
(
W,A, v, i−;β

(J)
i

)
− V

(
W,A, v, i−

)]
1{

V
(
W,A,v,i−;β

(J)
i

)
≥V (W,A,v,i−)

}
= pie

−r
{
GAi− + h2 (Wi− , Ai− ;GAi−) Ψ(J)

(
h̃1 (Wi− , Ai− ;GAi−) , v

)
β

(J)
i

− h2 (Wi− , Ai− ; 0)E
[
Ṽ
(
X̃, (i+ 1)−

) ∣∣∣X̃i =
(
h̃1

(
Wt−i,d

, At−i,d
, 0
)
, v
)]}

1{
V
(
W,A,v,i−;β

(J)
i

)
≥V (W,A,v,i−)

}
≤ pie−r

{
GAi− + h2 (Wi− , Ai− ;GAi−) Ψ(J)

(
h̃1 (Wi− , Ai− ;GAi−) , v

)
β

(J)
i −GAi−

− h2 (Wi− , Ai− ;GAi−)E
[
Ṽ
(
X̃, (i+ 1)−

) ∣∣∣X̃i =
(
h̃1

(
Wt−i,d

, At−i,d
, GAi−

)
, v
)]}

1{
V
(
W,A,v,i−;β

(J)
i

)
≥V (W,A,v,i−)

}
= pie

−rh2 (Wi− , Ai− ;GAi−)

{
Ψ(J)

(
h̃1 (Wi− , Ai− ;GAi−) , v

)
β

(J)
i

− E
[
Ṽ
(
X̃, (i+ 1)−

) ∣∣∣X̃i =
(
h̃1 (Wi− , Ai− ;GAi−) , v

)]}
1{

V
(
W,A,v,i−;β

(J)
i

)
≥V (W,A,v,i−)

}.
Let Proj

(J)
i be the orthogonal projection onto the span of ψ1, . . . , ψJ with respect to the state variable X̃i and

L2 norm. Note that

Ψ(J)
(
h̃1 (Wi− , Ai− ;GAi−) , v

)
β

(J)
i

=Proj
(J)
i

(
E
[
Ṽ
(
X̃, (i+ 1)− ;β

(J)
i+1

) ∣∣∣X̃i =
(
h̃1 (Wi− , Ai− , GAi−) , v

)])
=Proj

(J)
i

(
E
[
Ṽ
(
X̃, (i+ 1)− ;β

(J)
i+1

)
− Ṽ

(
X̃, (i+ 1)−

) ∣∣∣X̃i =
(
h̃1 (Wi− , Ai− , GAi−) , v

)])
+ Proj

(J)
i

(
E
[
Ṽ
(
X̃, (i+ 1)−

) ∣∣∣X̃i =
(
h̃1 (Wi− , Ai− , GAi−) , v

)])
.

Consequently, we obtain[
V
(
W,A, v, i−;β

(J)
i

)
− V

(
W,A, v, i−

)]
1{

V
(
W,A,v,i−;β

(J)
i

)
≥V (W,A,v,i−)

}

≤ pie
−r

∣∣∣∣h2 (Wi− , Ai− ;GAi−)

∣∣∣∣
{∣∣∣∣Proj(J)i

(
E

[
Ṽ
(
X̃, (i+ 1)

−
;β

(J)
i+1

)
− Ṽ

(
X̃, (i+ 1)

−
) ∣∣∣∣X̃i =

(
h̃1 (Wi− , Ai− , GAi−) , v

)])∣∣∣∣
+

∣∣∣∣Proj(J)i

(
E

[
Ṽ
(
X̃, (i+ 1)

−
) ∣∣∣∣X̃i =

(
h̃1 (Wi− , Ai− , GAi−) , v

)])
− E

[
Ṽ
(
X̃, (i+ 1)

−
) ∣∣∣X̃i =

(
h̃1 (Wi− , Ai− , GAi−) , v

)]∣∣∣∣
}
.
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Based on the property of orthogonal projection Proj
(J)
i , we obtain∥∥∥∥[V (W,A, v, i−;β

(J)
i

)
− V

(
W,A, v, i−

)]
1{

V
(
W,A,v,i−;β

(J)
i

)
≥V (W,A,v,i−)

}∥∥∥∥
2

≤
∥∥∥∥pie−rh2 (Wi− , Ai− ;GAi−)

∥∥∥∥
2

{∥∥∥∥Proj(J)i

(
E

[
Ṽ
(
X̃, (i+ 1)− ;β

(J)
i+1

)
− Ṽ

(
X̃, (i+ 1)−

) ∣∣∣∣X̃i =
(
h̃1 (Wi− , Ai− , GAi−) , v

)])∥∥∥∥
2

+

∥∥∥∥Proj(J)i

(
E

[
Ṽ
(
X̃, (i+ 1)−

) ∣∣∣∣X̃i =

(
h̃1 (Wi− , Ai− , GAi−) , v

)])
− E

[
Ṽ
(
X̃, (i+ 1)−

) ∣∣∣X̃i =
(
h̃1 (Wi− , Ai− , GAi−) , v

)]∥∥∥∥
2

}
.

≤
∥∥∥∥pie−rh2 (Wi− , Ai− ;GAi−)

∥∥∥∥
2

{∥∥∥∥Ṽ (X̃, (i+ 1)− ;β
(J)
i+1

)
− Ṽ

(
X̃, (i+ 1)−

)∥∥∥∥
2

+

∥∥∥∥Proj(J)i

(
E

[
Ṽ
(
X̃, (i+ 1)−

) ∣∣∣∣X̃i =

(
h̃1 (Wi− , Ai− , GAi−) , v

)])
− E

[
Ṽ
(
X̃, (i+ 1)−

) ∣∣∣X̃i =
(
h̃1 (Wi− , Ai− , GAi−) , v

)]∥∥∥∥
2

}
. (C.3)

The first term inside the curl bracket in (C.3) tends to zero as J goes to infinity due to inductive assumption.

The second term vanishes as J goes to infinity due to H.1 condition. Similarly, one can show that the second

term in (C.2) tends to zero with respect to L2 norm as J goes to infinity. Since

∥∥∥∥V (W,A, v, i−;β
(J)
i

)
−

V (W,A, v, i−)

∥∥∥∥
2

is equal to the summation of L2 norm of the two terms in (C.2), the result in eq. (3.13) is

established.

Appendix D - Proof of Lemma 4

We proceed by induction on i. For i = T − 1, we have

β
(M,J)
T−1 =

(
R

(M,J)
T−1

)−1 1

M

M∑
m=1

pT−1W̃
(m)
T Ψ(J)

(
X̃

(m)
T−1

)
. (D.1)

Here, R
(M,J)
T−1 is an J × J matrix with coefficients given by

(
R

(M,J)
T−1

)
1≤k,l≤J

=
1

M

M∑
m=1

ψk

(
X̃

(m)
T−1

)
ψl

(
X̃

(m)
T−1

)
.

By the law of large numbers, we obtain

β
(M,J)
T−1 =

(
R

(M,J)
T−1

)−1 1

M

M∑
m=1

pT−1W̃
(m)
T Ψ(J)

(
X̃

(m)
T−1

)
→
(
R

(J)
T−1

)−1
E
[
pT−1W̃TΨ(J)

(
X̃T−1

)]
a.s. as Mgoes to infinity

= β
(J)
T−1.
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Now, suppose the result is true for i+ 1, we would like to show the result is also true for i. We express β
(M,J)
i

as follows

β
(M,J)
i =

(
R

(M,J)
i

)−1 1

M

M∑
m=1

Ṽ
(
X̃, (i+ 1)− ;β

(M,J)
i+1

)
Ψ(J)

(
X̃

(m)
i

)
.

By the law of large numbers, we know that R
(M,J)
i converges almost surely to R

(J)
i as M →∞. To claim that

β
(M,J)
i converges to β

(J)
i as M →∞, it suffices to show

1

M

M∑
m=1

[
Ṽ
(
X̃(m), (i+ 1)− ;β

(M,J)
i+1

)
Ψ(J)

(
X̃

(m)
i

)
−Ṽ

(
X̃(m), (i+ 1)− ;β

(J)
i+1

)
Ψ(J)

(
X̃

(m)
i

)]
→ 0 a.s., as M →∞.

The Euclidean norm of above difference is bounded by

1

M

M∑
m=1

∣∣∣Ψ(J)
(
X̃

(m)
i

)∣∣∣ ∣∣∣∣Ṽ (X̃(m), (i+ 1)− ;β
(M,J)
i+1

)
− Ṽ

(
X̃(m), (i+ 1)− ;β

(J)
i+1

)∣∣∣∣
=

1

M

M∑
m=1

∣∣∣Ψ(J)
(
X̃

(m)
i

)∣∣∣{[Ṽ (X̃(m), (i+ 1)− ;β
(M,J)
i+1

)
− Ṽ

(
X̃(m), (i+ 1)− ;β

(J)
i+1

)]
1{

Ṽ
(
X̃(m),(i+1)−;β

(M,J)
i+1

)
≥Ṽ
(
X̃(m),(i+1)−;β

(J)
i+1

)} +

[
Ṽ
(
X̃(m), (i+ 1)− ;β

(J)
i+1

)
− Ṽ

(
X̃(m), (i+ 1)− ;β

(M,J)
i+1

)]
1{

Ṽ
(
X̃(m),(i+1)−;β

(M,J)
i+1

)
<Ṽ
(
X̃(m),(i+1)−;β

(J)
i+1

)}}. (D.2)

The optimal strategy for Ṽ
(
X̃(m), (i+ 1)− ;β

(M,J)
i+1

)
and Ṽ

(
X̃(m), (i+ 1)− ;β

(J)
i+1

)
may differ due to the dif-

ference between β
(M,J)
i+1 and β

(J)
i+1. Similar to the argument in previous theorem, the proof has to cover nine

cases corresponding to the various combinations of the pair of optimal strategies.

We would like to show that D.2 goes to zero for one typical case: γ
∗(J)
i+1 = 0 and γ

∗(M,J)
i+1 = GA. One can

show the result in the other cases in a similar manner. For this case, the first term inside the curl bracket of

D.2 can be bounded as follows[
Ṽ
(
X̃(m), (i+ 1)− ;β

(M,J)
i+1

)
− Ṽ

(
X̃(m), (i+ 1)− ;β

(J)
i+1

)]
1{

Ṽ
(
X̃(m),(i+1)−;β

(M,J)
i+1

)
≥Ṽ
(
X̃(m),(i+1)−;β

(J)
i+1

)}
=

[
G+ h2

(
W̃(i+1)− , 1;G

)
Ψ(J)

(
h̃1

(
W̃(i+1)− , 1;G

)
, v
)
β

(M,J)
i+1 − h2

(
W̃(i+1)− , 1; 0

)
Ψ(J)

(
h̃1

(
W̃(i+1)− , 1; 0

)
, v
)
β

(J)
i+1

]
1{

Ṽ
(
X̃(m),(i+1)−;β

(M,J)
i+1

)
≥Ṽ
(
X̃(m),(i+1)−;β

(J)
i+1

)}
≤
[
G+ h2

(
W̃(i+1)− , 1;G

)
Ψ(J)

(
h̃1

(
W̃(i+1)− , 1;G

)
, v
)
β

(M,J)
i+1 −G− h2

(
W̃(i+1)− , 1;G

)
Ψ(J)

(
h̃1

(
W̃(i+1)− , 1;G

)
, v
)
β

(J)
i+1

]
1{

Ṽ
(
X̃(m),(i+1)−;β

(M,J)
i+1

)
≥Ṽ
(
X̃(m),(i+1)−;β

(J)
i+1

)}
=h2

(
W̃(i+1)− , 1;G

)
Ψ(J)

(
h̃1

(
W̃(i+1)− , 1;G

)
, v
)(

β
(M,J)
i+1 − β

(J)
i+1

)
1{

Ṽ
(
X̃(m),(i+1)−;β

(M,J)
i+1

)
≥Ṽ
(
X̃(m),(i+1)−;β

(J)
i+1

)}.
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Multiplying 1
M

∑M
m=1

∣∣∣Ψ(J)
(
X̃

(m)
i

)∣∣∣ and applying the Cauchy-Schwartz inequality, we obtain

1

M

M∑
m=1

∣∣∣Ψ(J)
(
X̃

(m)
i

)∣∣∣ [Ṽ (X̃(m), (i+ 1)− ;β
(M,J)
i+1

)
− Ṽ

(
X̃(m), (i+ 1)− ;β

(J)
i+1

)]
1{

Ṽ
(
X̃(m),(i+1)−;β

(M,J)
i+1

)
≥Ṽ
(
X̃(m),(i+1)−;β

(J)
i+1

)}

≤ 1

M

M∑
m=1

∣∣∣Ψ(J)
(
X̃

(m)
i

)∣∣∣ ∣∣∣∣h2

(
W̃(i+1)− , 1;G

)∣∣∣∣∣∣∣∣Ψ(J)
(
h̃1

(
W̃(i+1)− , 1;G

)
, v
)∣∣∣∣∣∣∣∣(β(M,J)

i+1 − β
(J)
i+1

)∣∣∣∣. (D.3a)

Similarly, the second term inside the curl bracket of D.2 can be shown to be bounded by

1

M

M∑
m=1

∣∣∣Ψ(J)
(
X̃

(m)
i

)∣∣∣ ∣∣∣∣h2

(
W̃(i+1)− , 1; 0

)∣∣∣∣∣∣∣∣Ψ(J)
(
h̃1

(
W̃(i+1)− , 1; 0

)
, v
)∣∣∣∣∣∣∣∣(β(M,J)

i+1 − β
(J)
i+1

)∣∣∣∣. (D.3b)

By induction assumption, β
(M,J)
i+1 converges to β

(J)
i+1 almost surely. Hence, for any ε > 0, lim sup of the

summation of (D.3a) and (D.3b) is bounded by

lim sup
M→∞

1

M

M∑
m=1

∣∣∣Ψ(J)
(
X̃

(m)
i

)∣∣∣ [∣∣∣∣h2

(
W̃

(m)

(i+1)−
, 1;G

)∣∣∣∣∣∣∣∣Ψ(J)
(
h̃1

(
W̃

(m)

(i+1)−
, 1;G

)
, v(m)

)∣∣∣∣
+

∣∣∣∣h2

(
W̃

(m)

(i+1)−
, 1; 0

)∣∣∣∣∣∣∣∣Ψ(J)
(
h̃1

(
W̃

(m)

(i+1)−
, 1; 0

)
, v(m)

)∣∣∣∣]ε
=E

{∣∣∣∣Ψ(J)
(
X̃i

)∣∣∣∣[∣∣∣∣h2

(
W̃(i+1)− , 1;G

)∣∣∣∣∣∣∣∣Ψ(J)
(
h̃1

(
W̃(i+1)− , 1;G

)
, v
)∣∣∣∣

+

∣∣∣∣h2

(
W̃(i+1)− , 1; 0

)∣∣∣∣∣∣∣∣Ψ(J)
(
h̃1

(
W̃(i+1)− , 1; 0

)
, v
)∣∣∣∣]
}
ε.

The above equality is due to the law of large numbers. By taking ε to tend to zero, we show that β
(M,J)
i

converges to β
(J)
i as M →∞ almost surely.

Appendix E - Proof of Proposition 5

By the law of large numbers, it suffices to show that as M →∞,

1

M

M∑
m=1

[
V
(
W (m), A(m), v(m), i−;β

(M,J)
i

)
− V

(
W (m), A(m), v(m), i−;β

(J)
i

)]
→ 0, for any i = 1 to T − 1.

Due to the difference between β
(M,J)
i and β

(J)
i the optimal strategy for V

(
W (m), A(m), v(m), i−;β

(M,J)
i

)
and

V
(
W (m), A(m), v(m), i−;β

(J)
i

)
may be different. Similar to the argument in Lemma 4, we separate the proof

into nine cases depending on the different combinations of the pair of optimal strategies.

We would like to show that the result is true for one typical case: γ
∗(J)
i = 0 and γ

∗(M,J)
i = 0. One can

show the other cases in a similar manner. For this case, since the optimal strategies are both zero withdrawal,
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we then have ∣∣∣V (W (m), A(m), v(m), i−;β
(M,J)
i

)
− V

(
W (m), A(m), v(m), i−;β

(J)
i

)∣∣∣
=

∣∣∣∣h2

(
W

(m)
i− , A

(m)
i− ; 0

)
Ψ(J)

(
h̃1

(
W

(m)
i− , A

(m)
i− ; 0

)
, v(m)

)
β

(M,J)
i

− h2

(
W

(m)
i− , A

(m)
i− ; 0

)
Ψ(J)

(
h̃1

(
W

(m)
i− , A

(m)
i− ; 0

)
, v(m)

)
β

(J)
i

∣∣∣∣
≤
∣∣∣h2

(
W

(m)
i− , A

(m)
i− ; 0

)
Ψ(J)

(
h̃1

(
W

(m)
i− , A

(m)
i− ; 0

)
, v(m)

)∣∣∣ ∣∣∣β(M,J)
i − β

(J)
i

∣∣∣ .
The above inequality is obtained by the virtue of the Cauchy–Schwarz inequality. By Lemma 4, β

(M,J)
i

converges to β
(J)
i almost surely as M →∞. Hence, for any ε > 0, we have

lim sup
M→∞

1

M

M∑
m=1

∣∣∣V (W (m), A(m), v(m), i−;β
(M,J)
i

)
− V

(
W (m), A(m), v(m), i−;β

(J)
i

)∣∣∣
≤ lim sup

M

1

M

M∑
m=1

∣∣∣h2

(
W

(m)
i− , A

(m)
i− ; 0

)
Ψ(J)

(
h̃1

(
W

(m)
i− , A

(m)
i− ; 0

)
, v(m)

)∣∣∣ ∣∣∣β(M,J)
i − β

(J)
i

∣∣∣
≤ lim sup

M

1

M

M∑
m=1

∣∣∣h2

(
W

(m)
i− , A

(m)
i− ; 0

)
Ψ(J)

(
h̃1

(
W

(m)
i− , A

(m)
i− ; 0

)
, v(m)

)∣∣∣ ε
=E

[∣∣∣Ψ(J)
(
h̃1 (Wi− , Ai− ; 0) , v

)∣∣∣] ε.
The last equality is due to the law of large numbers. By taking ε to tend to zero, we obtain the desired result.
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Figure 1: We use (a) finite difference scheme and (b) LSMC algorithm to determine the optimal withdrawal

strategies at t = 1. We observe good agreement of the threshold values of the normalized fund value W/A

that separate the domain into different regions of optimal withdrawal strategy: γ = GA, γ = 0 and γ = W .

Figure 2: Separation of the optimal withdrawal regions in the W̃ -v plane at t = 1 corresponding to the 3

optimal strategies (i) γ = W , (ii) γ = 0 and (iii) γ = GA at t = 1 under the 3/2-model.

Figure 3: Percentage of each of the 3 optimal withdrawal strategies (i) γ = 0, (ii) γ = GA, (iii) γ = W

over the policy life of the GLWB under the 3/2-model.
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Figure 4: Impact of the bonus rate and ratchet provision on the distribution of the optimal time for

complete surrender over the policy life of the GLWB under the 3/2-model. The penalty charge scheme is

“Penalty 1”.

Figure 5: Impact of the bonus rate and ratchet provision on the distribution of the optimal time for

complete surrender over the policy life of the GLWB the under 3/2-model. The penalty charge scheme is

“Penalty 2”.
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Figure 6: Numerical plots of the delta of GLWB against the policy fund value right after the first withdrawal

date given the benefit base to be 100.
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Figure 7: Numerical plots of vega of GLWB against the variance right after the first withdrawal date in

response to 1% change in the variance.
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Figure 8: Histogram of profit and loss of the non-active hedging strategy, delta hedging strategy and

minimum variance hedging strategy. The profit and loss is in the form of relative percentage of the initial

payment. The number of simulation paths is 50,000 and the hedging frequency is monthly.
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Figure 9: Realization of the profit and loss at maturity by following the non-active hedging strategy, delta

hedging strategy and minimum variance hedging strategy with 200 sample paths. The profit and loss is in the

form of relative percentage of the initial payment.
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