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ABSTRACT. A refinable functionφ(x) : Rn → R or, more generally, a refinable function vector8(x) =
[φ1(x), . . . , φr (x)]T is anL1 solution of a system of (vector-valued) refinement equations involving expansion
by a dilation matrixA, which is an expanding integer matrix. A refinable function vector is called orthogonal
if {φj (x − α) : α ∈ Zn, 1 ≤ j ≤ r} form an orthogonal set of functions inL2(Rn). Compactly supported
orthogonal refinable functions and function vectors can be used to construct orthonormal wavelet and multi-
wavelet bases ofL2(Rn). In this paper we give a comprehensive set of necessary and sufficient conditions for
the orthogonality of compactly supported refinable functions and refinable function vectors.

1. Introduction

Let A be an expanding matrix inMn(Z), that is, one with integer entries and all eigenvalues
|λ| > 1. A refinable functionφ(x) : Rn → R is a solution to arefinement equationwith dilation
matrixA,

φ(x) =
∑
α∈Z

cαφ(Ax − α) , (1.1)

in which {cα : α ∈ Z} are complex coefficients. More generally, a vector valued function8(x) =
[φ1(x), . . . , φr(x)]T is called arefinable function vector, if it satisfies avector refinement equation
with dilationA,

8(x) =
∑
α∈Zn

Cα8(Ax − α) , (1.2)
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where eachCα is a matrix inMr(C). We calln thedimensionandr thevector-multiplicityof the
refinable function vector. We only consider the case that such functions and vector-valued functions
have all components inL1(Rn).

Refinable function vectors are natural generalizations of refinable functions (r = 1). The
latter have been studied extensively due to their applications in constructing compactly supported
orthonormal wavelet bases and in approximation theory, see Daubechies [9], [10]. General construc-
tions are based on multiresolution analysis, for which see Mallat [28] and Jia and Shen [21]. More
recently, refinable function vectors have been used to construct orthonormalmultiwavelet bases, see
for example Cohen et al. [4], Donovan et al. [12], Goodman and Lee [14], and Goodman et al. [15].
Multiwavelets can be made to combine smoothness with small support, an advantage that may be
important in applications.

In constructing orthonormal wavelet or multiwavelet bases, one requires that all integer trans-
lates of refinable functions or function vectors be orthogonal. A fundamental question in constructing
orthonormal wavelet or multiwavelet bases is thus: under what conditions does a refinable function
or function vector8(x) have the property that all its integer translates{8(x − α) : α ∈ Zn} are
orthogonal?

This paper addresses the above question by giving a collection of necessary and sufficient
conditions for orthogonality, derived in terms of the coefficients of the refinement equations and the
dilation matrixA. We treat only the case where the vector refinement equation has finitely many
nonzero coefficients. In this case, if the equation has a solution inL1(Rn), then it must be compactly
supported.1 Also in this case, there is in principle a finite algorithm to determine whether a given
vector refinement equation has a nonzero solution which is orthogonal in the sense of Definition 1
below. The criteria of this paper typically do not make sense in the case of infinitely many nonzero
coefficients, but some sufficient conditions have been obtained by Conze et al. [7] in the infinite
coefficient case.

Various results regarding the orthogonality of compactly supported refinable functions and
function vectors are known, especially forr = 1 andn = 1. Many (but not all) of these results
generalize to higher dimensions (r = 1 andn > 1), and to compactly supported refinable function
vectors. However, few of these generalizations have been documented, and even in those papers
which discuss higher dimensional cases, the dilation matrixA was usually chosen to be 2In. As we
see from Theorems 2 and 3 below, orthogonality conditions vary for different dilation matricesA.
The object of this paper is to provide a comprehensive set of orthogonality criteria for compactly
supported refinable functions and function vectors in the most general setting.

Definition 1. Let 8(x) be a compactly supported refinable function vector. We say that8(x) is
orthogonalif

∫
Rn 8(x)dx 6= 0 and∫

Rn
8(x − α)8T (x − β)dx = δα,β3, α, β ∈ Zn (1.3)

whereδα,β denotes the standard Kronecker symbol, and3 is a diagonal matrix with positive diagonal
entries.

The condition
∫

Rn 8(x)dx 6= 0 is necessary2 for the construction of multiwavelet bases
associated to a multiresolution analysis. It is well known that for a compactly supported refinable
function vector8(x) to be orthogonal the coefficient matricesCα of the corresponding vector
refinement equation (1.2) must satisfy the necessary conditions encoded in (i) and (ii) of the following
definition.

1The converse is false, see Strang et al. [33]. Furthermore, a refinement equation with finitely many nonzero
coefficients may also have a noncompactly supportedL2 solution, see Malone [29].

2In fact this condition is automatically fulfilled under the orthogonality condition, see Lemma 2 (4) below.
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Definition 2. The vector refinement equation (1.2) with finitely manyCα 6= 0 satisfies theorthog-
onal coefficients condition(with respect to3 where3 is a diagonal matrix with positive diagonal
entries) if the coefficientsCα satisfy the two properties

(i) 1 is an eigenvalue of the matrix| det(A)|−1 ∑
α∈Zn Cα.

(ii) ∑
α∈Zn

Cα3C∗
α+Aβ = δ0,β | det(A)| 3 . (1.4)

The necessity of condition (i) for orthogonality follows from Proposition 1 below. A proof of
condition (ii) can be found in Flaherty and Wang [13].

Unfortunately, the orthogonal coefficients condition is not sufficient for the orthogonality of
the corresponding refinable function vector8(x), even forr = 1. The simplest counterexample,
which hasr = 1 andn = 1, is the refinement equation

φ(x) = φ(2x) + φ(2x − 3) .

It satisfies the orthogonal coefficients condition, but the solutionφ(x) = χ[0,3)(x)has non-orthogonal
integer translates. To ensure orthogonality of refinable functions and function vectors, additional
conditions are needed. In the nonvector caser = 1, n = 1, these conditions were found by various
authors, and the most prominent of these conditions is Cohen’s Criterion, due to Cohen [3]. We shall
list them in Section 3. It should be pointed out that many of the criteria are given in the contrapositive
form as conditions for8(x) notbeing orthogonal.

The contents of this paper are as follows: in Section 2 we state the orthogonality criteria for
compactly supported refinable function vectors with arbitrary vector-multiplicityr, and in Section 3
we state a larger set of orthogonality criteria that are available for the special caser = 1, i.e., for
compactly supported refinable functions. These criteria are then proved in Section 4 for arbitraryr

and in Section 5 forr = 1.
We add a comment on the novelty of the results. Many of the results for compactly supported

refinable function vectors stated in Section 2 are new, as is the Generalized Cohen’s Criterion stated
there. In particular criterion (d) in Theorem 2 is new and (c) is stated for the first time. The proofs
extend some of the ideas of ther = 1 case stated as Theorem 3 (a)–(d) in Section 3, but there is
extra complexity arising from products of matrices. The results in Section 3 forr = 1 and arbitrary
dimensionn have not all been stated before, but we do not claim significant novelty in the proofs.
The most important idea leading to the criteria in Theorem 3 (e)–(f) is a result on transfer operators
due to Cerveau et al. [2]. Other orthogonality criteria for the caser = 1 based on this result were
derived by Conze et al. [7]. Further remarks on previous results appear at the end of Section 3.

We are greatly indebted to K. Gröchenig for introducing us to this problem. The results and
techniques in his paper [16] for the caser = 1 andn = 1 inspired our results. Several of his proofs
generalize to dimensionn > 1, see the discussion after Theorem 3. We are also indebted to Ingrid
Daubechies, Andy Haas, Chris Heil, and Jianao Lian for helpful discussions and references. Finally,
we would like to thank the anonymous referee for carefully reading the manuscript and providing
valuable comments and suggestions.

2. Orthogonality Criteria for Refinable Function Vectors

Throughout this paper we will be concerned with compactly supported refinable function
vectors. Therefore, we assume that the vector refinement equation

8(x) =
∑
α∈Zn

Cα8(Ax − α) (2.1)
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whereCα ∈ Mr(C) has only finitely many nonzero coefficient matricesCα. In this section we state
orthogonality criteria; the proofs are given in Section 4.

Definition 3. For a given vector refinement equation (2.1) we define itssymbolm(ξ) to be

m(ξ) := | det(A)|−1
∑
α∈Zn

Cαe−i2π〈α,ξ〉 . (2.2)

The symbolm together with the expanding integer matrixA specifies the vector refinement
equation uniquely, where we viewm as a formal object containing all the coefficientsCα. However,
we also view the symbol as defining a matrix-valued functionm(ξ) : Rn → Mr(C). Suppose that
8(x) is a refinable function vector satisfying (2.1). Then the Fourier transform of8(x) satisfies

8̂(ξ) = m
(
B−1ξ

)
8̂

(
B−1ξ

)
, (2.3)

whereB := AT , and the Fourier transform is applied term-by-term to the vector8(ξ). Denote

Lr
p

(
Rn

) :=
{
8(x) = [φ1(x), . . . , φr(x)]T : eachφj (x) ∈ Lp

(
Rn

)}
. (2.4)

The following is a necessary condition for the orthogonality of8(x):

Proposition 1.
Let8(x) be a compactly supported orthogonal refinable function vector satisfying

8(x) =
∑
α∈Zn

Cα8(Ax − α)

with finitely manyCα 6= 0. Then 1 is a simple eigenvalue of ther × r matrix m(0), and all other
eigenvaluesλ of m(0) satisfy|λ| < 1.

Proposition 1 is a corollary of a stronger result of Hogan [20], in which the orthogonality
of 8(x) is replaced by the weaker condition of stability. We include an independent proof of
Proposition 1 in Section 4 for completeness.

To state the general orthogonality criteria we must introduce the transfer operatorCm asso-
ciated to the symbolm and dilation matrixA [and hence to (2.1)]. Let�r×r (R

n) denote the linear
space ofr × r Hermitian matrices whose entries are trigonometric polynomials with complex co-
efficients, i.e., functions of the formg(e−2πiξ1, . . . , e−2πiξn) whereg is a Laurent polynomial inn
variables, withξ = (ξ1, . . . , ξn) ∈ Rn. Note that eachF(ξ) ∈ �r×r (R

n) is Zn-periodic, so we may
view �r×r (R

n) as a subspace of the Hilbert space
(
L2(Tn)

)r×r . For any trigonometric polynomial
F(ξ) = ∑

γ∈Zn Fγ e−i2π〈γ,ξ〉 of matrix coefficients we define its support to be

supp(F ) = {
γ ∈ Zn : Fγ 6= 0

}
.

Definition 4. Thetransfer operatorCm is a linear operator on�r×r (R
n) defined by

CmF(ξ) :=
∑
d∈E

m
(
B−1(ξ + d)

)
F

(
B−1(ξ + d)

)
m∗ (

B−1(ξ + d)
)

, (2.5)

in whichB = AT andE is a complete set of coset representatives ofZn/B(Zn).

It is not hard to check, using the computations in Section 4, thatCm(F ) ∈ �r×r (R
n) for any

F ∈ �r×r (R
n), and it is independent of the choice of the coset representativesE . Furthermore,

if (2.1) satisfies the orthogonal coefficients condition with respect to3, thenCm3 = 3. The
linear space�r×r (R

n) is infinite-dimensional, but we will show that when the vector refinement
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equation with symbolm has finitely many nonzero coefficients we can restrict the action of the
transfer operator to certain finite dimensional invariant subspaces of�r×r (R

n) depending on the
symbolm and onA which contains the crucial information for orthogonality.

We call a nonempty setS ⊆ Zn (m, A)-invariant if for anyγ 6∈ S the elementsAγ +α−β 6∈ S
for all α, β ∈ supp(m). An important(m, A)-invariant set is

Sm,A := {
γ ∈ Zn : Tm,A ∩ (

Tm,A + γ
) 6= ∅}

(2.6)

whereTm,A is the attractor of the iterated function system{A−1(x + γ ) : γ ∈ supp(m)}. Clearly
Sm,A is finite if supp(m) is.

Proposition 2.

(i) Sm,A is (m, A)-invariant.

(ii) LetS be a finite(m, A)-invariant set. Then

�r×r

(
Rn, S) := {

F(ξ) ∈ �r×r

(
Rn

) : supp(F ) ⊆ S}
is aCm-invariant finite dimensional subspace of�r×r (R

n).

By results of Cohen et al. [5] or Heil and Collela [19], if 1 is a simple eigenvalue ofm(0) and
all other eigenvaluesλ of m(0) have|λ| < 1, then forB = AT the infinite (right) product

p(ξ) :=
∞∏

j=1

m
(
B−j ξ

)
(2.7)

converges uniformly on any compact set ofRn. This definesp(ξ) : Rn → Mr(R
n). We have:

Theorem 1.
Let8(x) be a compactly supported refinable function vector satisfying

8(x) =
∑
α∈Zn

Cα8(Ax − α)

whereA ∈ Mn(Z) is expanding and finitely manyCα 6= 0. Suppose that the vector refinement
equation satisfies the orthogonal coefficients condition and that 1 is a simple eigenvalue ofm(0)

while all other eigenvaluesλ of m(0) satisfy|λ| < 1. Then the following statements are equivalent:

(a) 8(x) is not orthogonal.

(b) There exists anF(ξ) ∈ �r×r (R
n), F(ξ) 6= a3 for anya ∈ C, such thatCmF = F .

(c) LetS be a finite(m, A)-invariant set containingSm,A. The eigenvalue 1 ofCm restricted
to �r×r (R

n, S) is a multiple eigenvalue.

(d) There existη ∈ Rn \ Zn and a nonzero vectoru0 ∈ C r such that

u∗
0p(η + α) = 0, all α ∈ Zn . (2.8)

The equivalence of (a) and (b) in Theorem 1 was established by several authors in the one
dimension for the dilation 2, see Plonka [31] and Lian [27]. It was established in all dimensions for
the dilation matrixA = 2In in Shen [32], and his proof should generalize to work for an arbitrary
dilation matrixA. In addition, it was shown in [32] that under the hypotheses of Theorem 1 the
orthogonality of8(x) is equivalent to the stability of8(x) and is equivalent to theL2-convergence
of the cascade algorithm. Several variations of criterion (b) were also given in [27].

Remark. We shall see in Section 4 that the equivalence of (a) and (c) relies only on the orthogonal
coefficients condition, not on the assumptions regarding the eigenvalues ofm(0). The equivalence
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of (a) and (c) gives rise to an algorithm for checking the orthogonality of a refinable function vector
8(x), which is a generalization of the algorithm in Lawton [25] forn = 1 andr = 1. In fact, all
we need is to find a finite(m, A)-invariant setS containingSm,A and check the multiplicity of the
eigenvalue 1 forCm restricted to�r×r (R

n, S). Such a set is quite easy to find. SinceA is expanding,
there exists a norm‖.‖ onRn such that‖A‖ ≥ s > 1. LetL be the diameter of supp(m). One such
S is

S =
{
α ∈ Zn : ‖α‖ ≤ L

s − 1

}
. (2.9)

The drawback with thisS is that it is often much larger thanSm,A, making the dimension of
�r×r (R

n, S) much larger than necessary. Fortunately there is a simple algorithm to findSm,A.
Here we skip the details; they can be found in Strichartz and Wang [34].

A corollary of Theorem 1 is the following generalization of Cohen’s Criterion. Recall that a
setK ⊂ Rn is afundamental domainof Zn if K is congruent to[0, 1)n moduloZn.

Corollary 1 (Generalized Cohen’s Criterion).
Under the assumptions of Theorem 1, suppose that for eachu0 ∈ C r there exists a fundamental

domainKu0 of Zn such that
u∗

0p(ξ) 6= 0, all ξ ∈ Ku0 .

Then8(x) is orthogonal.

This corollary differs in appearance from the original Cohen’s Criterion in the caser = 1.
This is due to the occurrence of infinite products of matrices which do not commute in general. For
the special caser = 1, u∗

0p(ξ) 6= 0 is equivalent top(B−j ξ) 6= 0 for all j ≥ 1. In this case the
condition of Corollary 1 is equivalent top(B−j ξ) 6= 0 for all j ≥ 1, whereB = AT , on some
fundamental domain ofZn. This is precisely the original form of Cohen’s Criterion, see Cohen [3].

3. Orthogonality Criteria for Refinable Functions

More detailed criteria are available for orthogonality in the caser = 1, i.e., of refinable
functions inRn. In this section we state such criteria; the proofs are given in Section 5.

The criteria of Theorem 1 can be strengthened forr = 1, especially when the dilation matrix
A is irreducible overZ. A matrix A ∈ Mn(Z) is irreducible overZ if its characteristic polynomial
fA(λ) is irreducible overZ. In particular, ifA ∈ Mn(Z) is expanding and| det(A)| is a prime, then
A is irreducible overZ.

Note that ifr = 1, then�r×r (R
n) = �1×1(R

n) is the space of allreal trigonometric polyno-
mials overRn, and we set�(Rn) := �1×1(R

n). Let the invariant setSm,A be as in (2.6) and set
�(Rn, S) := {F(ξ) ∈ �(Rn) : supp(F ) ⊆ S}.
Theorem 2.

LetA ∈ Mn(Z) be an expanding matrix that is irreducible overZ. Suppose that the compactly
supported nontrivialφ(x) ∈ L2(Rn) satisfies the refinement equation

φ(x) =
∑
α∈Zn

cαφ(Ax − α) ,

which satisfies the orthogonal coefficients condition and has finitely manycα 6= 0. Letm(ξ) be its
symbol andB = AT . Then the following statements are equivalent:

(a) The refinable functionφ(x) is not orthogonal.

(b) There exists a nonconstantf (ξ) ∈ �(Rn) such thatCmf = f .
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(c) LetS be a finite(m, A)-invariant set containingSm,A. The eigenvalue 1 ofCm restricted
to �(Rn, S) is a multiple eigenvalue.

(d) There existsη0 ∈ Rn \ Zn that has the property: for eachα ∈ Zn there exists aj (α) ≥ 1
such thatm

(
B−j (α)(η0 + α)

) = 0.

(e) There existsξ0 ∈ Rn\Zn such thatBNξ0 ≡ ξ0 (modZn) for someN > 0, andm
(
Bjξ0

) = 1
for all j ≥ 0.

(f) There existsξ0 ∈ Rn \ Zn such thatBNξ0 ≡ ξ0 (modZn) for someN > 0, andm
(
Bjξ0 +

B−1l
) = 0 for all j ≥ 0 and all l ∈ Zn \ B(Zn).

We derive Theorem 2 as a special case of a more general result that applies to an arbitrary
expanding integer matrixA, given below as Theorem 3, which requires a more complicated gener-
alization of (e) and (f). To state it, for eachl ∈ Zn we denote

τl(ξ) :=
(
AT

)−1
(ξ + l) .

A rational subspaceof Rn is a linear subspaceW having a basis consisting of rational vectorsv ∈ Qn.
A set of vectors{zj : 0 ≤ j < N} in Rn is aperiodic orbitof AT (modZn) if

AT zj+1 ≡ zj

(
mod Zn

)
, 0 ≤ j < N ,

wherezN := z0. We letE denote an arbitrarily chosen complete set of coset representatives of
Zn/AT (Zn).

Theorem 3.
Let A ∈ Mn(Z) be an expanding matrix. Suppose that the compactly supported nontrivial

φ(x) ∈ L2(Rn) satisfies the refinement equation

φ(x) =
∑
α∈Zn

cαφ(Ax − α) ,

which satisfies the orthogonal coefficients condition and has finitely manycα 6= 0. Letm(ξ) be its
symbol andB = AT . Then the following statements are equivalent:

(a) The refinable functionφ(x) is not orthogonal.

(b) There exists a nonconstantf (ξ) ∈ �(Rn) such thatCmf = f .

(c) LetS be a finite(m, A)-invariant set containingSm,A. The eigenvalue 1 ofCm restricted
to �(Rn, S) is a multiple eigenvalue.

(d) There existsη0 ∈ Rn \ Zn that has the property: for eachα ∈ Zn there exists aj (α) ≥ 1
such thatm

(
B−j (α)(η0 + α)

) = 0.

(e) There exists a properB-invariant rational subspaceW of Rn and a periodic orbit{zj :
0 ≤ j < N} of B (modZn) with everyzj 6∈ W + Zn, such that

∑
l∈E

τl (ξ)∈zj+1+W+Zn

|m (τl(ξ))|2 = 1 (3.1)

for
all ξ ∈ zj + W , where0 ≤ j < N with zN := z0 andE is a set of complete coset repre-
sentatives ofZn/B(Zn).

(f) There exists a properB-invariant rational subspaceW of Rn and a periodic orbit{zj :
0 ≤ j < N} of B (modZn) with zj 6∈ W + Zn, such that

m (τl(ξ)) = 0 if l ∈ Zn and τl(ξ) 6∈ zj+1 + W + Zn

for all ξ ∈ zj + W , where0 ≤ j < N andzN := z0.
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Remark. A transfer operator applied to wavelet bases apparently first appears in the appendix of
Daubechies [9], and such operators were analyzed in Conze and Raugi [8]. The orthogonality criteria
in Theorem 3 in dimensionn = 1 for the caser = 1 were found by Cohen [3], Lawton [25], Conze
and Raugi [8], and Cohen and Sun [6], and an elegant summary can be found in Gröchenig [16].
The equivalence of (a), (b), and (d) in dimensionn > 1 is proved here by generalizing the arguments
of Gröchenig in one dimension. In higher dimensions, Lawton et al. [26] gave an orthogonality
criterion similar to (b), using the wavelet-Galerkin operator defined onl2(Zn) instead of the transfer
operator. Criteria (e) and (f) in Theorems 2 and 3 are much harder to prove. The proof given here
uses as a principal ingredient a recent result of Cerveau et al. [2] concerning the structure of the set
of zeros of eigenfunctions of transfer operators in the multidimensional case. The paper of Conze
et al. [7], Section II, applies this result to give various orthogonality criteria, some of which apply
even when an infinite number ofcα 6= 0 in (1.2).

4. Proof of Orthogonality Criteria for Function Vectors

For a given positive definite Hermitian matrixQ ∈ Mr×r (C) we define the norm‖.‖Q onCr

by ‖x‖Q := √
x∗Qx wherex∗ = x̄T . This norm induces a matrix norm inMr×r (C), which we

also denote by‖.‖Q. Throughout this section,3 denotes a diagonal matrix with positive diagonal
entries.

Lemma 1.
Suppose that the vector refinement equation (2.1) has finitely manyCα 6= 0 and satisfies the

orthogonal coefficients condition with respect to the diagonal matrix3.

(1) Let E be any set of complete coset representatives ofZn/B(Zn) whereB = AT . Then
Cm3 = 3.

(2) ‖m∗(ξ)‖3 ≤ 1 for all ξ ∈ Rn.

(3) Let v be a leftλ-eigenvector ofm(0) with |λ| = 1. Thenv is a left λ-eigenvector of
1α := ∑

β∈Zn Cα+Aβ for all α ∈ Zn.

(4) For any 1-eigenvectoru0 of m(0), the vector refinement equation (2.1) has a unique com-
pactly supported solution8(x) ∈ Lr

2(R
n) such that

∫
Rn 8(x) dx = u0.

Proof. (1) Letq = | det(A)| andB = AT . Then

Cm3 =
∑
d∈E

m
(
ξ + B−1d

)
3m∗ (

ξ + B−1d
)

= q−2
∑
d∈E

∑
α∈Zn

∑
β∈Zn

Cα3C∗
βe−i2π

〈
α−β,ξ+B−1d

〉

= q−2
∑
α∈Zn

∑
γ∈Zn

Cα3C∗
α+γ

∑
d∈E

e−i2π
〈
γ,ξ+B−1d

〉
.

It follows from

∑
d∈E

e−i2π
〈
γ,ξ+B−1d

〉
=

{
qe−i2π〈γ,ξ〉 if γ ∈ A

(
Zn

)
,

0 otherwise
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that

Cm3 = q−1
∑
α∈Zn

∑
β∈Zn

Cα3C∗
α+Aβe−i2π〈Aβ,ξ〉

= q−1
∑
β∈Zn

e−i2π〈Aβ,ξ〉 ∑
α∈Zn

Cα3C∗
α+Aβ

= q−1
∑
β∈Zn

e−i2π〈Aβ,ξ〉qδ0,β3

= 3 .

(2) ChooseE so that 0∈ E . By part (1), for anyv ∈ Cr ,

∑
d∈E

v∗m
(
ξ + B−1d

)
3m∗ (

ξ + B−1d
)

v = v∗3v .

Thus,‖m∗(ξ)v‖3 ≤ ‖v‖3 for all ξ by takingd = 0, proving (2).

(3) LetD be a complete set of coset representatives ofZn/A(Zn). Then
∑

α∈D 1α = qm(0), and
one easily checks that

∑
α∈D

1α31∗
α = q3 .

The above together with the Schwarz inequality yield

∥∥∥∥∥
∑
α∈D

v1α

∥∥∥∥∥
2

3

≤ q
∑
α∈D

‖v1α‖2
3 = q2‖v‖2

3,

and the equality holds if and only if allv1α are equal. Now

∥∥∥∥∥
∑
α∈D

v1α

∥∥∥∥∥
2

3

= ‖qvm(0)‖2
3 = ‖qλv‖2

3 = q2‖v‖2
3 .

Sov1α = v0 for all α ∈ D, and
∑

α∈D v1α = qvm(0) = qλv implies thatv0 = λv. Finally, for
anyβ ∈ Zn there is anα ∈ D such that1β = 1α. This proves (3).

(4) Forn = 1 andr = 1 this is a well-known result of Mallat [28]. Mallat’s proof generalizes easily
to the general case. A proof of this part can be found in Flaherty and Wang [13]. We remark that
the solution8(x) is given by8̂(ξ) = (

∏∞
j=1 m(B−j ξ))u0.

A proof of Proposition 1 can be found in Hogan [20]. Here we present a different proof.

Proof of Proposition1. Let λ be an eigenvalue ofm(0) andu0 be a leftλ-eigenvector ofm(0).
By (2) of Lemma 1 we have|λ| ≤ 1. Suppose that|λ| = 1. Defineg(x) = ∑

α∈Zn

〈
8(x + α), u∗

0

〉
.
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We viewg(x) as a function inL1(Tn). Observe that

g(x) =
∑
α∈Zn

∑
β∈Zn

〈
Cβ8(Ax + Aα − β), u∗

0

〉
=

∑
α∈Zn

∑
γ∈Zn

〈
CAα−γ 8(Ax + γ ), u∗

0

〉
=

∑
γ∈Zn

〈
1−γ 8(Ax + γ ), u∗

0

〉

=
∑
γ∈Zn

〈
8(Ax + γ ), 1∗−γ u∗

0

〉

= λ̄g(Ax) ,

where1−γ = ∑
α∈Zn CAα−γ and1∗−γ u∗

0 = λu∗
0 by (3) of Lemma 1. So|g(x)| = |λ||g(Ax)|. It

follows from the ergodicity ofA on Tn that |g(x)| = c for some constantc, sog(x) ∈ L2(Tn).
Consider the Fourier expansion ofg(x) = ∑

α∈Zn bαei2π〈α,x〉. The equalityg(x) = λg(Ax) yields
bα = 0 for allα 6= 0 andb0 = 0 if λ 6= 1, by comparing the Fourier coefficients ofg(x) andλg(Ax).
If λ 6= 1, theng(x) = 0 almost everywhere. But this is impossible because8(x) is orthogonal. So
λ = 1. In this case, the ergodicity ofA on Tn implies thatg(x) = c almost everywhere for some
constantc.

We show that 1 is a simple eigenvalue ofm(0). If not, because‖m(0)‖3 ≤ 1 for some positive
definite diagonal matrix3, m(0) must have two independent left 1-eigenvectorsu1, u2 ∈ Cr .
Therefore, there exists a nonzero linear combinationu of u1, u2 such that∑

α∈Zn

〈
8(x − α), u∗〉 = 0 a.e. .

Again this contradicts the orthogonality of8(x).

Proof of Proposition 2. (i) By definitionA(Tm,A) = Tm,A + supp(m). For anyγ 6∈ Sm,A we
have

∅ = A
(
Tm,A ∩ (

Tm,A + γ
))

= (
Tm,A + supp(m)

) ∩ (
Tm,A + Aγ + supp(m)

)
=

⋃
α,β∈supp(m)

(
Tm,A ∩ (

Tm,A + Aγ + α − β
)) + β .

SoAγ + α − β 6∈ Sm,A for all α, β ∈ supp(m). Therefore,Sm,A is (m, A)-invariant.

(ii) Let F(ξ) = ∑
γ∈S Fγ e−i2π〈γ,ξ〉 ∈ �r×r (R

n, S). It is straightforward to check that

(CmF) (ξ) =
∑
γ∈Zn

Gγ e−i2π〈γ,ξ〉, whereGγ =
∑

α,β∈Zn

CαFAγ+β−αC∗
β .

Suppose thatGγ 6= 0. Then there existα, β ∈ Zn such thatCαFAγ+β−αC∗
β 6= 0, soα, β ∈ supp(m)

andAγ + β − α ∈ S. It follows thatγ ∈ S. HenceCmF ∈ �r×r (R
n, S).

We now prove the orthogonality criteria for refinable function vectors. We first introduce some
notation to simplify our exposition. For anyk > 0 we letmk(ξ) denote the (right) product

mk(ξ) =
k∏

j=1

m
(
Bk−j ξ

)
:= m

(
Bk−1ξ

)
m

(
Bk−2ξ

)
· · ·m

(
B0ξ

)
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whereB = AT . Given a complete set of coset representativesE of Zn/B(Zn) let

EB,k := E + BE + · · · + Bk−1E .

Observe that

Ck
mF(ξ) =

∑
d∈EB,k

mk

(
B−k(ξ + d)

)
F

(
B−k(ξ + d)

)
mk

(
B−k(ξ + d)

)
. (4.1)

Proof of Theorem 1. The standard Possion Summation Formula gives

∑
α∈Zn

(∫
Rn

8(x)8∗(x + α) dx

)
ei2π〈α,ξ〉 =

∑
α∈Zn

8̂(ξ + α)8̂∗(ξ + α) . (4.2)

(a) ⇒ (b). The proof here is a generalization of the proof in Gröchenig [16] for the casen = 1,
r = 1. Suppose that8(x) is not orthogonal. Then

F(ξ) :=
∑
α∈Zn

(∫
Rn

8(x)8∗(x + α) dx

)
ei2π〈α,ξ〉

is in �r×r (R
n) andF(ξ) 6= a3 for anya ∈ C. We show thatCmF = F . Let E be any complete

set of coset representatives forZn/B(Zn). Denoteξd := B−1(ξ + d). Then

CmF(ξ) =
∑
d∈E

m (ξd) F (ξd) m∗ (ξd)

=
∑
d∈E

∑
α∈Zn

m (ξd) 8̂ (ξd + α) 8̂∗ (ξd + α) m∗ (ξd)

=
∑
d∈E

∑
α∈Zn

m (ξd + α) 8̂ (ξd + α) 8̂∗ (ξd + α) m∗ (ξd + α)

=
∑
d∈E

∑
α∈Zn

8̂(ξ + d + Bα)8̂∗(ξ + d + Bα)

=
∑
α∈Zn

8̂(ξ + α)8̂∗(ξ + α)

= F(ξ) .

(b) ⇒ (c). Since supp(8) ⊆ Tm,A, we see that supp(F ) ⊆ Sm,A. Therefore,F ∈ �r×r (R
n, S)

sinceS containsSm,A. Observe that 0∈ Sm,A, so G(ξ) := 3 ∈ �r×r (R
n, S), and is also a

1-eigenvector ofCm. So 1 is a multiple eigenvalue ofCm restricted to�r×r (R
n, S), proving (c).

(c) ⇒ (b). Since 1 is a multiple eigenvalue ofCm restricted to�r×r (R
n, S), eitherCm has

two independent 1-eigenvectors in�r×r (R
n, S), in which case we complete our proof, orCk

m is
unbounded in�r×r (R

n, S) ask → ∞. We show that the latter is impossible. Assume that it did,
then there exists aF(ξ) ∈ �r×r (R

n, S) such thatCkF is unbounded ask → ∞. By addinga3

to F for a sufficiently largea > 0 we may without loss of generality assume thatF(ξ) is positive
definite for allξ . Let0 be the positive definite diagonal matrix0 := √

3. Then for anyξ ∈ Rn and
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u ∈ Cr ,

(0u)∗0−1 (Cm) F (ξ)0−1(0u) = u∗ (CmF) (ξ)u

=
∑
d∈E

u∗m (ξd) F (ξd) m∗ (ξd) u

=
∑
d∈E

u∗m (ξd) 0
(
0−1F (ξd) 0−1

)
0m∗ (ξd) u

≤ ρ0(F )
∑
d∈E

u∗m (ξd) 00m∗ (ξd) u

= ρ0(F )u∗3u

= ρ0(F )(0u)∗(0u) ,

whereξd := B−1(ξ + d) andρ0(F ) is the supreme over allξ of the spectral radiiρ(0−1F(ξ)0−1).
Therefore, the spectral radius of0−1(CmF)(ξ)0−1 is bounded byρ0(F ). This implies that for
all k the spectral radius of0−1(Ck

mF)(ξ)0−1 is bounded byρ0(F ). But this would mean that
0−1(Ck

mF)(ξ)0−1 is bounded for allξ andk because it is Hermitian. This is a contradiction.

(b) ⇒ (d). SinceF(ξ) is bounded and periodic (modZn), there exista+, a− ∈ R such that

a+ = inf
{
a ∈ R : a3 − F is positive definite for allξ ∈ Rn

}
,

a− = sup
{
a ∈ R : F − a3 is positive definite for allξ ∈ Rn

}
.

Let F+(ξ) = a+3 − F(ξ) andF−(ξ) = F(ξ) − a−3. Then bothF+ andF− are nonnegative
definite but neither is positive definite for allξ ∈ Rn. To simplify our notation we let1 := m(0).
The hypotheses of the theorem implies that1∞ := limk→∞ 1k exists and is a rank one matrix
whose columns are 1-eigenvectors of1.

Claim 1.
Suppose thatF+(ξ) (resp.,F−(ξ)) is singular forξ ∈ Zn only. ThenF+(0)v0 = 0 (resp.,

F−(0)v0 = 0) wherev0 6= 0 is a 1-eigenvector ofm∗(0).

Proof of Claim 1. We prove the claim forF+(ξ), the proof is identical forF−(ξ). Let v ∈ Cr

such that‖v‖3 = 1, v∗F+(0) = 0. Then it follows fromCk
mF+ = F+ that

0 = v∗F+(0)v =
∑

d∈EB,k

v∗mk

(
B−kd

)
F+

(
B−kd

)
m∗

k

(
B−kd

)
v . (4.3)

SinceCm is independent of the choice ofE we choose 0∈ E . Now all F+(B−kd) are positive
definite unlessB−kd ∈ Zn, which holds only ford = 0. We thus havem∗

k(B
−kd)v = 0 for all

d ∈ EB,k, d 6= 0. Note that the orthogonal coefficients condition gives

∑
d∈EB,k

∥∥∥m∗
k

(
B−kd

)
v

∥∥∥2

3
= ‖v‖2

3 = 1 .

Hence‖m∗
k(0)v‖3 = ‖(1∗)kv‖3 = 1. It follows by lettingk → ∞ that v0 := (1∞)∗v 6= 0.

Clearlyv0 is the unique (up to scalar multiples) 1-eigenvector of1∗. By (4.3)v∗
0F+(0)v0 = 0, and

henceF+(0)v0 = 0 by the nonnegative definiteness ofF+(0), proving the claim.

Claim 2.
Either G(ξ) = F+(ξ) or G(ξ) = F−(ξ) has the property that1∞G(0) 6= 0 and G(η) is

singular for someη ∈ Rn \ Zn.
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Proof of Claim 2. First we observe thatF+(ξ)+F−(ξ) = (a+ −a−)3 is always nonsingular, so
Claim 1 implies that at least one ofF+(ξ) andF−(ξ) is singular for someη ∈ Rn \Zn. Assume that
Claim 2 is false. Then either1∞G(0) = 0 orG(η) is nonsingular for allη ∈ Rn \ Zn, whereG(ξ)

is eitherF+(ξ) or F−(ξ). Now 1∞(F+(0) + F−(0)) 6= 0 becauseF+(0) + F−(0) is nonsingular,
so either1∞F+(0) 6= 0 or 1∞F−(0) 6= 0. If both are nonzero then we have a contradiction.
So without loss of generality we assume that1∞F+(0) = 0 and thusF−(η) is nonsingular for
all η ∈ Rn \ Zn. By Claim 1 we haveF−(0)v0 = 0, wherev0 is a 1-eigenvector of1∗. Now,
v∗

01∞ = v∗
0. So

v∗
0 (F+(0) + F−(0)) v0 = v∗

01∞ (F+(0) + F−(0)) v0 = 0 .

This contradicts the positive definiteness ofF+(0) + F−(0), proving Claim 2.

To finish proving (b)⇒ (d), letG(ξ) beF+(ξ) or F−(ξ) such that1∞G(0) 6= 0 andG(η)

is singular for someη ∈ Rn \ Zn. Let G(η)u0 = 0 for some nonzerou0 ∈ Cr . We show that
u∗

0p(η + α) = 0 for all α ∈ Zn. For a givenα ∈ Zn, we writeα = Blβ for someβ ∈ Zn \ B(Zn).
ChooseE so that 0, β ∈ E . Then for allk > l we haveα ∈ EB,k. It follows from Ck

mG = G that

0 = u∗
0G(η)u0 =

∑
d∈EB,k

u∗
0mk

(
B−k(η + d)

)
G

(
B−k(η + d)

)
m∗

k

(
B−k(η + d)

)
u0 .

In particular we have

u∗
0mk

(
B−k(η + α)

)
G

(
B−k(η + α)

)
m∗

k

(
B−k(η + α)

)
u0 = 0 .

It follows by lettingk → ∞ that

u∗
0p(η + α)G(0)p∗(η + α)u0 = 0 ,

and the nonnegative definiteness ofG(0) yields

u∗
0p(η + α)G(0) = 0 .

Observe thatp(ξ) = p(ξ)1∞. Sop(ξ)G(0) = p(ξ)1∞G(0). Since1∞G(0) 6= 0 and1∞ has
rank 1, there exists a nonzero columnv1 in 1∞G(0), which is clearly a 1-eigenvector of1. Hence
all columns ofp(ξ) are scalar multiples ofp(ξ)v1. Thusu∗

0p(η + α) = 0.

(d) ⇒ (a). It follows from8̂(ξ) = p(ξ)8̂(0) thatu∗
08̂(η + α) = 0 for all α ∈ Zn. Hence by the

Poisson Summation Formula,

∑
α∈Zn

u∗
0

(∫
Rn

8(x)8∗(x − α) dx

)
u0e

i2π〈α,η〉 =
∑
α∈Zn

u∗
08̂(η + α)8̂∗(η + α)u0 = 0

Therefore, ∑
α∈Zn

(∫
Rn

8(x)8∗(x − α) dx

)
ei2π〈α,η〉 6= 3̃

for any diagonal matrix̃3 with positive diagonal entries, and so8(x) cannot be orthogonal.

Proof of Corollary 1. It follows easily from the fact that for any fundamental domainK one of
η + α in (d) of Theorem 1 is inK.
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5. Proof of Orthogonality Criteria for Refinable Functions

LetTn be then-dimensional torusTn := Rn/Zn, andπn : Rn → Tn be the canonical covering
map.

Lemma 2.
LetV be a subspace ofRn. Thenπn(V ) is closed inTn if and only ifV is a rational subspace

of Rn.

Proof. We first show that ifV is a rational subspace ofRn, thenπn(V ) is closed inTn. Let
w1, w2, . . . , wr ∈ Zn form a basis ofV . Suppose thatz∗ ∈ Tn is in the closure ofπn(V ). Then
we may find a sequence{xj } in V such that limj→∞ πn(xj ) = z∗. Write

xj =
r∑

k=1

bj,kwk .

Since allwk ∈ Zn, we may choose allbj,k ∈ [0, 1). Therefore we can find a subsequence{jm} of
{j} such that

lim
m→∞ bjm,k = b∗

k , all 1 ≤ k ≤ r .

Let x∗ = ∑r
k=1 b∗

kwk. Clearly,πn(x
∗) = z∗. Hencez∗ ∈ πn(W). Therefore,πn(V ) is closed in

Tn.
We next prove the following fact: Ifv ∈ Rn, then the closure ofπn(Rv) in Tn is a rational

subspace. To see this, letv = [β1, . . . , βn]T . Without loss of generality we assume thatβ1, . . . , βr

are linearly independent overQ while βk = ∑r
j=1 ak,jβj with ak,j ∈ Q for all 1 ≤ k ≤ n. The set


m




β1
...

βr


 (

mod Zr
) : m ∈ Z




is dense inTr (see Cassels [1], Theorem I, p. 64). Now letV0 = {Ax : x ∈ Rr} whereA = [ak,j ].
ThenV0 is a rational subspace ofRn, andπn(V0) is contained in the closure ofπn(Rv). Butπn(V0)

is closed andV0 ⊇ Rv. Hence the closure ofπn(Rv) is πn(V0), proving the fact.
Finally, letv1, . . . , vr be a basis ofV . Suppose that̄Wj is the closure ofπn(Rvj ) in Tn. Then

the closure ofπn(V ) containsW̄1 + · · · + W̄r . But W̄1 + · · · + W̄r is closed inTn because it is a
rational subspace, and it containsπn(V ). Hence the closure ofπn(V ) is W̄1 + · · ·+ W̄r , proving the
lemma.

Corollary 2.
Letf : Rn → C be continuous and periodic (modZn) andV be a subspace ofRn. If v0 +V

is contained in the zero set off (x) for somev0 ∈ Rn, then so isv0 + W whereW is the smallest
rational subspace ofRn containingV .

Proof. First, let {Vα} be a set of rational subspaces ofRn. Thenπn

(⋂
α Vα

) = ⋂
α πn(Vα) is

closed inTn, so
⋂

α Vα must be a rational subspace ofRn. This implies that the minimal rational
subspaceW containingV exists. Sincef (x) is periodic (modZn) we may view it as a continuous
function defined onTn. Now, πn(v0) + πn(W) is the closure ofπn(v0) + πn(V ) in Tn. Hence
πn(v0) + πn(W) is in the zero set off : Tn → C. Thus,v0 + W ⊆ Zf .

We derive the following key lemma from a result of Cerveau et al. [2]. First, we define the
notion of τ -invariancein Rn. Let m(x) be the symbol of a given dilation equation that satisfies
the orthogonal coefficients condition. LetE be a given complete set of coset representatives of
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Zn/AT (Zn). A closed setY ⊆ Rn is τ -invariant if for any l ∈ E ,

ω ∈ Y and |m (τl(ω))| > 0 H⇒ τl(ω) ∈ Y . (5.1)

A compactτ -invariant set isminimal if it contains no smaller nonempty compactτ -invariant set.

Proposition 3.
Letf (ξ ∈ �(Rn) andY be a minimal compactτ -invariant set contained in the zero set off (ξ).

Then there exist a subspaceV of Rn and a periodic orbit{zj : 0 ≤ j ≤ N − 1} of AT (modZn)
such that

Y ⊆
N−1⋃
j=0

(
zj + V

)
.

Proof. This is Theorem 2.8 of Cerveau et al. [2]. The theorem of Cerveau et al. is actually valid
in a more general setting, wheref (ξ) andm(ξ) are allowed to be any real analytic functions.

Lemma 3.
Let f (ξ) ∈ �(Rn) such thatCmf = f , and letE−

f := {ξ ∈ Rn : f (ξ) = inf ω∈Rn f (ω)}.
Then there exists a rational subspaceW and a periodic orbit{zj : 0 ≤ j < N} of AT (modZn)

such thatF := ⋃N−1
j=0 (zj + W) ⊆ E−

f andF is τ -invariant.

Proof. We first observe thatE−
f is τ -invariant. This follows from

Cmf (ξ) =
∑
l∈E

|m (τl(ξ))|2 f (τl(ξ)) = f (ξ) .

Since
∑

l∈E |m(τl(ξ))|2 = 1, if ξ ∈ E−
f then allf (τl(ξ)) ≥ f (ξ) so equality can hold above only

if |m(τl(ξ))| > 0 impliesτl(ξ) ∈ E−
f .

We construct a nonempty minimal compactτ -invariant setY in E−
f as follows. Take any point

ξ0 ∈ E−
f and setX0 = {ξ0} and recursively define the finite sets{Xj : j ≥ 0} by lettingXj consist

of all pointsξj such thatξj = τl(ξj−1) with ξj−1 ∈ Xj−1 andl ∈ E such that|m(ξj )| > 0. Then the
τ -invariance ofE−

f givesXj ⊆ E−
f for all j ≥ 0. The set

⋃∞
j=0 Xj lies in a bounded region inRn

because the mappingsτl are uniformly contracting with respect to a suitable norm inRn (cf. Lagarias
and Wang [23], Section 3). Thus the closureY0 of

⋃∞
j=0 Xj is compact, andY0 ⊆ E−

f because

E−
f is a closed set. We show thatY0 is τ -invariant. If ω ∈ Y0 and |g(τl(ω))| > 0 wherel ∈ E ,

take a subsequenceξjk
∈ Xjk

that converges toω, so thatτl(ξjk
) → τl(ω). Now |m(τl(ξjk

))| > 0
for k sufficiently large, henceτl(ξjk

) ∈ Xjk+1; so we may construct a sequence havingτl(ω) as a
cluster point, provingτl(ω) ∈ Y0. The existence of a nonempty minimal compactτ -invariant setY
contained inY0 follows by Zorn’s Lemma argument.

It follows now from Proposition 3 that there exists anAT -invariant subspaceV and a periodic
orbit {zj ∈ Y : 0 ≤ j < N} such that

Y ⊆
N−1⋃
j=0

(
zj + V

) ⊆ E−
f ,

with the property that the set
⋃N−1

j=0 (zj + V ) is τ -invariant. Now letW be the smallest rational

subspace ofRn containingV . SinceAT (W) is also a rational subspace containingV and it has the
same dimension asW , AT (W) = W . BecauseE−

f is the zero set off̃ (ξ) := f (ξ) − inf ω f (ω),

Corollary 2 applies tof̃ to give

Y ⊆
N−1⋃
j=0

(
zj + W

) ⊆ E−
f .



168 Jeffrey C. Lagarias and Yang Wang

Finally, sinceπn

(⋃N−1
j=0 (zj + W)

)
is the closure ofπn

(⋃N−1
j=0 (zj + V )

)
in Tn, we conclude that⋃N−1

j=0 (zj + W) is τ -invariant.

Proof of Theorem 3. Observe that forr = 1 criterion (d) of Theorem 1 is equivalent to cri-
terion (d) of Theorem 3. Therefore, the equivalence of (a)–(d) of this theorem has already been
established in Theorem 1.

(b) ⇒ (e). Let the nonconstantf (ξ) ∈ �(Rn) satisfyCmf = f . Without loss of generality we
assume thatf (0) 6= minω f (ω), or else we can replacef (ξ) by −f (ξ). By Lemma 3 there exists
anAT -invariant rational subspaceW and a periodic orbit{zj : 0 ≤ j < N} of AT (modZn) such
that∪N−1

j=0 (zj + W) ⊆ E−
f is τ -invariant. We prove the following claim: Letξ ∈ zj + W . Suppose

that|m(τl(ξ))| > 0 for somel ∈ Zn. Thenτl(ξ) ∈ zj+1 + W + Zn, wherezN := z0.
Assume that the claim is false. Then theτ -invariance of

⋃N−1
j=0 (zj + W) implies thatτl(ξ) ∈

zk+1 + W + Zn 6= zj+1 + W + Zn. Henceξ ∈ AT (zk+1 + W) + Zn = zk + W + Zn. But this
could happen only if

zk + W + Zn = zj + W + Zn .

Applying the operator(AT )N−1 to both sides of the above equality yields

zk+1 + W +
(
AT

)N−1 (
Zn

) = zj+1 + W +
(
AT

)N−1 (
Zn

)
,

and addingZn to both sides then gives

zk+1 + W + Zn = zj+1 + W + Zn ,

which is a contradiction.
It now follows from the claim that for anyξ ∈ zj + W ,

1 =
∑
l∈E

|m (τl(ξ))|2 =
∑
l∈E

τl (ξ)∈zj+1+W+Zn

|m (τl(ξ))|2 .

Finally, zj 6∈ W + Zn because otherwise we would havezj + W + Zn = W + Zn ⊆ E−
f ,

contradicting 06∈ E−
f .

(e) ⇒ (f). It follows from (e) thatm(τl(ξ)) = 0 for ξ ∈ zj + W and l ∈ E such thatτl(ξ) 6∈
zj+1 + W + Zn, wherezN := z0. Now for any l ∈ Zn there exists anl′ ∈ E such thatτl(ξ) ≡
τl′(ξ) (modZn); hence (f) follows.

(f) ⇒ (d). Choose anyη ∈ z0 + W . Thenη 6∈ Zn becausez0 6∈ W + Zn. For anyα ∈ Zn consider
the sequence

ωk =
(
AT

)−k

(η + α), k = 0, 1, 2, · · · .

Then limk→∞ ωk = 0. Since
⋃N−1

j=0 (zj + W) + Zn is locally compact and is disjoint fromZn, for

sufficiently largek we must haveωk 6∈ ⋃N−1
j=0 (zj + W) + Zn. Nowω0 = η + α ∈ z0 + W , so there

exists ak0 > 0 such thatωk0−1 ∈ ⋃N−1
j=0 (zj + W) + Zn butωk0 6∈ ⋃N−1

j=0 (zj + W) + Zn.
We show thatm(ωk0) = 0. Assume thatωk0−1 ∈ zj + W + Zn. Soωk0−1 = ξ0 + l for some

ξ0 ∈ zj + W and l ∈ Zn. Now

ωk0 =
(
AT

)−1
ωk0−1 =

(
AT

)−1
(ξ0 + l) = τl (ξ0) .

But ωk0 = τl(ξ0) 6∈ zj+1 + W + Zn, wherezN := z0. Som(ωk0) = 0 by (f), proving (d).
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Proof of Theorem 2. AT is irreducible because it has the same characteristic polynomial asA

does. So the onlyAT -invariant rational subspaceW of Rn with dim(W) < n is W = {0}, see
Theorem III.12 of Newman [30]. Theorem 2 now follows immediately from Theorem 3.
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